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Abstract

Nowadays people widely use internet for purchasifgpme, car, furniture etc. In order to obtairoinfation
for purchasing that product user prefer advertisgmgamphlets, and various sources or obtainnfieennation
by means of Salesperson. Though, to receiving puathuct information on computer or any device, sis&@ve
to use lots of mouse and keyboard actions againagain, which is wastage of time and inconveniefités
will reduce the amount of time to gather particul@ormation regarding the particular product. Userlso
unable to determine its inner dimensions throughges. These dimensions can be predicted by using 3D
motion tracking of human movements and Augmentedlifge Based on 3D motion tracking of human
movements and Augmented Reality application, we¢htce a such kind of interaction that is not deefore .

In the proposed system, the main aim is to dematesthat with better interaction features in shamme as well
as online shopping could improve sales by dematirsyghe purchasing item more wider. With the hefghe
our project the customer will be able to view Hi®ices on screen according to him and thereby Gl roetter
decisions. In this paper, we proposed hand gedetection and recognition method to detect handemeants ,
and then through the hand gestures, control comsnaredsent to the system that enable user tovetdiata and
access from Information Kiosk for better purchaseision.

Keywords. 3D motion tracking, Augmented Reality, Hand Gestuteformation Kiosk. Introduction

1. Introduction

The growth in technology is proving beneficial tetworld. With the advancements of computer aneriet
technology, e-commerce and online shopping havielliamcreased, due to the convenience that theyige
consumers. Most people have their opinion thapreranerce and online shopping cannot provide the tetep
description, especially for products like clothirsipoes, jewelry, furniture, etc. For many such potsl onsite
shopping has many distinct advantages over onhogng. Still, there is a lot of improvement ichaology.
Augmented reality is the collection of data frorffetient computational devices which uses a camenabjles,
and live end users, creating a multi-dimensionateractive virtual environment which is real timeat is
overlaid on real world live imagery. The data regdicomes from all possible sources including, Wwhsnot
limited to social, geographic, audio, video, graphand from different computational sources likebite
computer etc. Now, with the ability to depend ompaitational devices like computers, mobile or aayice to
organize all this data, users can easily spend mmoee interpreting, designing, and accessing Wit data. It
easily allows them to experience technology througtovations like augmented reality. Augmented Rgal
(AR), an upcoming Human-Computer Interaction tedbgy, that aims to combine the computer generaizd 2
or 3D virtual objects with real world pictures, hasproved the shopping over internet. Compared itbusl
Reality, that changes the real world, AR replackgsital reality by combining virtual objects intdysical
world. Augmented Reality for information kiosk thaisually puts virtual products into real physical
environments for user interaction. This trendingrapch provides customers with a chance to “trgfaduct at
home or in another use environment. The combinatiobAugmented reality with hand gesture had made th
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system work in a more interactive way. Operatirgy fhoduct involves rotation (left, right), navigatiover the
product by using the hand gesture of the custofftee customer can view the product from all the alioms
according to the choice made. This will reducedfferts of the customer to use the keyboard opmmatthus
making the advertisement of the product in a moteractive way.

2. Proposed System

We proposed system where users that are willinguy any product are expected to be computer usiths w
minimal computer knowledge. However, the user fater of the system is made very simple and usendity

to the customer. According to our system, we detexchthat costumer shopping typically includes ¢hneain
tasks:

1. From the Information Kiosk Searching for product
2. Operating and Interacting with Information Kiosk
3. Acquiring product information from Informationid&k.

The user interface is designed to facilitate thevalthree shopping tasks. These tasks are combitednenu
system as the Augmented Reality window .Througtse¢hmenu, users can access full description which is
designed for Augmented Reality.

Through the Webcam, hand gesture is recognizedjuptoassociated with that is selected from a weiltb
Information kiosk. Product from the database isdeshon the Screen and the Users can pick one wfalir
products from all and manipulate it, User can moveaotate the model, and also see the Inner viewhef
product and view all specific information aboutttpeoduct, such as Product name, it's price, sfzg and lots

of thing that help to customer make their purchgisiacision in more reliable way.

3. System Architecture

We had proposed a system includes hand detectireangnition and the data is retrieved from thialoase as
highlighted in Figure 1. Each user can easily ys¢esn, control the system, view the previous and Reoduct
and obtains all information regarding that prodédtFirst user access Application GUI. As well aguenter
the screen zone, the webcam will start the prosebkand detection and Recognition. User just neaase hand
to access the system within the Screen zone, ard wher use hand gesture to choose the differdionspmand
the system acquires the information from databadter accessing all information from the databatbes

required information is visible on the screen a display.

Application Hand Gesture
F GUI Recognition

Augmented —
< Reality \
N

Figure 1. System Architecture

Figure 2 shows system flow of our proposed systainfirst, the hand gesture movement is captured by
Webcam as video feed. From the video feed, framescaptured and send for processing. In processing
captured images are blurred for better detecti@ahfeom these images all are converted into HSV rcolodel

for obtaining accurate color. Next, thresholding donverting image into binary form (Black and vehitnage)
and the blob detection from images are carried Brgm these blobs, gesture is recognized. Theslagt is
preprocessing the recognized gestures and accotdlitftat gesture command associated with thatnd se
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system and then information regarding to produciclvluser demands is then retrieved from databasenw
user chooses any option through hand movementsramdthese option ,the system will get all infotroa and
finally displayed on the screen.
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Figure 2. System Flow
4. Hand Gesture Detection And Recognition

This section will describe the detail of hand gestdetection and recognition technique. Figure théshand
gesture recognition flow chart. First, the Imagesbgirom the video feed is passed through diffecgr@rations
such as image blur, thresholding, RGB to HSV, hiebection and hand gesture recognition. Finallywile

analyze ,detect and recognize the hand gesture. Wowill discuss Hand gesture detection and recimgnin

brief one by one.

4.1 Blur an Image

When Web camera grab an images of user Gestutdmages get blurred to reduce sharpening effégys.
reducing sharpening effects we get more accurdezten. We split all RGB value separately and Glalte the
RGB average of surrounding pixels and assign tesage value to it. Repeat this above step for paai and
finally we get blurred images of Hand Gestures. fibw steps of blurring an image are as follows.

Steps 1 Traverse through entire input image array.

Steps 2 Read each single pixel color value (24-bit)

Steps 3 Split the color value into individual Ra@d B 8-bit values.

Steps 4 Calculate the RGB average of all surrogngirels and assign this average value to it.
Steps 5 Repeat the above step for each pixel.

Steps 6 Store the new value at same location pubirnage.
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(a) Original Image (b) Blur Image
Figure 3.Blur an Image

4.2 RGB to HSV (Grayscale) Conversion:

After Blurring all images ,all blurred images arartsferred into HSV (Hue, Saturation, Value) mottdV is
stronger model than RGB because it offers a marétive representation of the relationship betweetors.
HSV selects more specific color.

In HSV model value of ‘H’ and ‘S’ remain constahthe value of 'V’ changes, but value of RGB chamgéth
the change in V. So we get True color value. Fegu4(a) shows input image, 4(b) saturated image) 4(
represent Value through which we get grayscale anddpe flow steps for conversion of RGB to grayscal
image are as follows :

Steps 1 Initially all the images are stored inarfiaaverse through entire input image array.
Steps 2 Read each single pixel color value (24-bit)
Steps 3 Calculate the grayscale component (8driyif’en R, G and B pixels using a conversion
formula.
Grayscale = (r +g +b) / 3;
Steps 4 Compose a 24-bit pixel value from 8-kitygcale value.
Steps 5 Store the new value at same locationtpubimage.

(a) Input Image (b) Saturation &)ue
Figure 4. RGB to HSV Conversion
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4.3 Image Thresholding

For recognizing Hand Gesture we use Thresholdimgge segmentation can be easily done by the sitmples
method i.e. thresholding. From a grayscale imageuse thresholding method that can be used toecbéadry
images i.e. image which have only 2 colors, blackwvbite. It is usually used for gesture extractiwhere
required gesture from an image are converted tdewdmd everything else to black (or vice-versa).Tlbes
steps for grayscale image thresholding are asvislto

Steps 1 Traverse through entire input image array.

Steps 2 Read individual pixel color value (24-bitid convert it into grayscale.

Steps 3 Calculate the binary output pixel valdagb or white) based on current threshold.
Steps 4 Store the new value at same locationtpubimage.

(b) Thresholcalye
Figure 5. Image Thresholding

(a) Input Imabe

4.4 Blob detection

After getting binary image in the form of only Blaand White, we get white blob and rest black (\eesa),
we must have to detect these blobs. For detecluiy firstly, Starts from the first line of the imagnd find
groups of one or more white (or black) pixels. Gradi one or more white pixels are called as linbbld=ind X,
Y co-ordinates of each those blob .Number eacthedea groups. Repeat this sequence on next linde i
are collecting the lineblobs, check whether thebinbs that checked before this current line amdiséhese
blobs overlap each other. If so, you merge thesblobs by using there X and Y co-ordinates toldob it will

treat as a whole blob. Repeat this for every lim& you have a collection of blobs.

S

Figure 6. Blob Detection
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4.5 Gesture Recognition

The gesture-recognition module tracks the movingdhfeatures by using Image Subtraction, identiffes
motion, and determine which menu is issued. Therrélcognized gesture is then send to the applicaiing
used which is detect which menu is chosen and whsponse is associated to that menu, which then
communicates with the Augmented Reality.

5. Conclusionsand Future Work

This paper implements a system that provides easgrto retrieve information from an Informationdsk.
This system provides easy handling of a user fiiemderface which would interactively receive infioation
from large database only by hand gestures. Asdutark, increasing the hand gesture recognitionraoy rate
and boost the total speed of process is the fiisaiive, so that the processing time required bél less. Adding
new hand gesture by user can also help the usensetate the display screen with ease. We will idewore
interactive facilities of information retrieval andt users feel convenient. Thus, it is demonstrabet with
better interaction features in showrooms as welbrie shopping could improve sales by demonsigathe
purchasing item more wider. With the help of oujpct the customer will be able to view his choioasscreen
according to him and thereby can make better detgsiThis project can be enhanced further by imphgimg it
in Online Shopping. Augmented Reality (AR), an egimagy Human-Computer Interaction technology, which
aims to mix or overlap computer generated 2D owBfal objects and other feedback with real watenes,
shows great potential for enhancing e-commerceBystThe new approach gives customers a chantg/t@a“
product at home or in another use environmentutaré this can be a better option for advertiserpenpose in
Malls, Multiplexes.
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