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Abstract

Image compression is now essential for apptios such as transmission and storage in dats, bBaswe
need to compress a vast amount of information vaseréne compressed ratio and quality of compreissade
must be enhanced, for this reason, this paper dgaehew algorithm that used a discrete orthogdoaébichef
moment based Hilbert curve for image compressidre @nalyzed image was divided into 8x8 image sub-
blocks, the Tchebichef moment has been appliechth @ne, and then the transformed coefficients S48
block shall be reordered in Hilbert scan into adn array, at this step Huffman coding is impleradnt
Experimental results show that this algorithm iny@®the coding efficiency on the one hand; andhenother
hand the quality of reconstructed image is alscsigntificantly decreased.
Keywords. Huffman Coding, Tchebichef Moment Transforms, Ogivoal Moment Functions, Hilbert, zigzag
scan.

1. Introduction
Image Transform methods using orthogonal kernettfans are commonly used in image compression. @ne
the most widely known image transform method iscBite Cosine Transform (DCT), used in JPEG
compression standard [1].The computing devices agdRersonal digital assistants (PDAs), digitalera® and
mobile phones require a lot of image transmissind processing. Therefore, it is essential to hdfieient
image compression techniques, which could be skeatitl applicable to these smaller portable devibasew
class of transform called Discrete Tchebichef Tiams (DTT), which is derived from a discrete clask
popular Tchebichef polynomials, is a novel orthanal version of orthogonal transform. It has found
applications on image analysis and compressio]2]he Tchebichef moment compression that is psedan
this paper is meant for smaller computing devicemg to its low computational complexity [4]. R.Mukdan
[5] has proposed orthonormal version of Tchebichefments and analysed some of their computatiopaicis.
Mukundan has also shown details of various comjmutak aspects of Tchebichef moments and their featu
representation capability using methods of imagemstruction [6]. A block wise moment computati@hame
which avoids numerical instabilities to yield a feet reconstruction has been introduced in theditee [7].
Mukundan and Hunt [8] have shown that, for natiralges, DTT and DCT exhibit similar energy compasi
performance. It was very difficult to determine waHiof the two is better. Nur Azman et al. [9] maae
comparison between Tchebichef moment transform @@d. They have shown that, there is a significant
advantage for Tchebichef moments in terms of emoonstruction and average length of Huffman codesl
they use zigzag scan in Huffman coding. And theywsthe Tchebichef moment provides a compact sugport
sub-block reconstruction for image compression.tifarmore they argue that the Tchebichef Moment
Compression clearly performs potentially better fwoader domains on real digital images and graikic
generated images.

The present work is an investigation about theafddilbert scan for image compression, insteadigéag scan.
To carry out this investigation, first of all, agpTMT, the image is divided into 8x8 blocksof pigellhe 8x8
blocks are processed from left-toright and from-imibottom. After the transformation, two main isswccur,
which are: the quantization process and the entcopjng. After the transformation and quantizatiwer a 8x8
image sub-blocks, the new 8x8 sub-block shall bedered in a Hilbert scan into a linear array.

2. Tchebichef Moments

The Tchebichef moments (also called Chebysisea)novel set of orthogonal moment applied infiblels of
image analysis and Image compression. and to rditesthow to apply it image processing field, westnu
understand its work first, 1€k, be Tchebichef moments based on a discrete orthbgohmomial set {.(x)}
defined directly on the image space [8s1], thus satisfying all the required analytical pedies without any
numerical approximation errors,,, will be:

= mzygg Nt (Dt (DIMG (L)) evveene. (1)

For m,n=20,1,23,......... ,N —1.
The above definition uses the following sdaletor [6] for the polynomial of degree n:
B, N) = N e 2

The set {,(X)}, has a squared-norm given by:
a(n, N) = X5t (x)}
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The Tchebichef orthogonal polynomials sgX)} can be generated iteratively with initial condits:
to(x) =1
2x+1—-N
t(x) = ———
and the general Tchebichef orthogonal polynbedaation is represented as:

(n-1)2
(2n-1)xt1 () xtp—1(x)—-(n-1)(1- Xtp—2(x)
e s (1-E=20)e,

~ ...(4)
forn=23,..... ,N—-1

Discrete orthogonal Tchebichef moment hasiia advantage in image processing which has not hdln
investigated. Since computer image data operatéstegers, discrete orthogonal Tchebichef momestitable
for computer image processing.

The polynomial domain is discrete over natunainbers. Unlike continuous orthogonal transformcidite
orthogonal Tchebichef moment is capable of perfogrimage reconstruction exactly without any nurnaric
errors [7].

Since a digital image can be considered amiix whose row and column indices identify a pomthe
image and the corresponding matrix element valaatifies the grey level at that point, so thera isecessary
to represent the Tchebichef moment equations astaxmnbecause the matrix based framework makes the
problem description more amenable to mathematiegjramming languages and the code is less proesdos
when processing large images.

In the following discussion, from (1) the moment sensists of all orders of moments with the valuwesange 0
<m, n < N of block size 0&l<M, where the image size MxM pixels. The image matrix was subdivided into
8x8 pixels where the orthogonal moment on eachkbhes computed independently.

The block sizeN is taken to be 8 and extendable to 16 or 32.

For simplicity, consider the discrete orthoglomoment definition (1) above, and define a kematrix
Anxny as follows:

to(0) t:(0) .. ty-1(0) ]
to(1) ti(1) - ty-1(1) |

A=] t,(2) ti1(2) - tu-1(2) [ (5)

M =1) tM=1) .. ty M= D)
Let the image block intensity matiBg., with b() denoting the intensity values be

b(0,0) b(0,1) .. b(0,M — 1)
b(1,0) b(1,1) - b(1,M -1) |

B =] b(2,0) b(2,1) - b(2,M—-1) |I... (6)

(M= 1,0) bM—11) .. bM—1,M 1)

The matriXT (n.n) Of moments defined according to (2) can now benéat as:
TEATBA e (7)
The inverse moment relation used to recoosthe image block from the above moment set is somply
calculated by:
ISATAT e (8)
wherd (nxny denotes the matrix (image) of the reconstructeghsity valuesmg(i, j).[9]

3. Quantization

For each color band, the moment coefficients dtmljuantized separately. The quantization procasshe key
role in JPEG compression which removes the highuieacies present in the original image. This iseddue to
the fact that the eye is much more sensitive toetogpatial frequencies than to higher frequencidse

quantization process (in this research) done biditig values at high indexes in the vector (the #omges of
higher frequencies) with larger values than theieslby which the amplitudes of lower frequenciesdivided

by. The Standard JPEG luminance and chrominancatigatdon tablesQL and QR are given below,
respectively [1].
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Q= 16 24 40 64 128 128 256 256

24 40 64 128 128 256 256 128
40 64 128 128 256 256 128 128

64 128 128 256 256 128 128 64
r 4 4 4 8 16 32 64 1287

4 4 8 16 32 64 128 256
4 8 16 32 64 128 256 256
_| 8 16 32 164 128 256 256 256
Qr = 16 32 64 128 256 256 256 256

32 64 128 256 256 256 256 256
64 128 256 256 256 256 256 256

1128 256 256 256 256 256 256 256

4. Hilbert Scan of an Image
Hilbert Curves are named after the German matheiaatDavid Hilbert They were first described in
1891 .Hilbert curve is one of the space filling @syand has a one-to-one mapping between an n siivnah
space and a one-dimensional space. Because the carvkeep the relevancy of neighboring pointshi t
original space as far as possible, it has been ims@dage compression extensively [10][11]. Theqass of
constructing a Hilbert curve scan can be seenign 2. First of all, the square is divided intaufoquarters, and
the 2-order curve HO is obtained by connectingcirgers of the quadrants with three line segmémtfie next
step, four copies of HO, reduced by half, are plaoéo the four quarters. Thereby, the lower lefpy is rotated
clockwise by 90while the lower right copy is rotated counterclaide. Then the start and the end points of the
four copies are connected with three line segmants the resulting 4-order curve is called H1.he next step,
four copies of H1, reduced by half, are placed thtofour quarters as in the back step, and thel@curve H2
can be obtained by connecting the start and thepeits of the four copies. As a general rule, 2kerder
Hilbert curve can be obtained.
The above method for constructing Hilbert curvajplicable to the area size BkN [12][ 13]. Through the
Hilbert curve scan, a two-dimensional digital imagen be converted into a one-dimensional gray-level
sequence. It is clear that, the order of the cuwileincrease with accuracy in approximation if mgiglobal
approximation to the scanning data points of argamén order to have better approximation effdat, 4canning
data points should be divided into several partijcand then piecewise curves are employed to gipmaite the
partitions. A simple method for dividing the scammpidata points initially is adopted. The value oreled as, is
introduced to determine the length of the initiatfiions, and then the whole scanning data pangsdivided
into several partitions according lodata points in every partition. Generally, the eatifh is of N, N/2 or N/4
when the considered image with the size
of NxN, see the pseudo code of this process in fig. 1.
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PROCEDURE Right(i: INTEGER);
BEGIN
IF i>0 THEN
BEGIN
Down(i-1); x:=x-h; MoveTo(x,y);
Right(i-1); y:=y-h; MoveTo(x,y);
Right (i-1); x:=x+h; MoveTo(x,Y);

Up(i-1);
END;
END;
PROCEDURE Up(i: INTEGER);
BEGIN
IF i>0 THEN
BEGIN
Left(i-1); y:=y+h; MoveTo(Xx,y);
Up (i-1); x:=x+h; MoveTo(x,Y);
Up (i-1); y:=y-h; MoveTo(x,y);
Right (i-1);
END;
END;
PROCEDURE Left(i: INTEGER);
BEGIN
IF i>0 THEN
BEGIN
Up (i-1); x;=x+h; MoveTo(Xx,y);
Left (i-1); y:=y+h; MoveTo(x,y);
Left (i-1); x:=x-h; MoveTo(x,y);
Down(i-1);
END;
END;
PROCEDURE Down(i: INTEGER);
BEGIN
IF i>0 THEN
BEGIN

Right (i-1); y:=y-h; MoveTo(x,y);
Down(i-1); x:=x-h; MoveTo(X,y);
Down(i-1); y:=y+h; MoveTo(X,y);
Left (i-1);
END;
END;
PROCEDURE Hilbert(i: INTEGER);
BEGIN
n =3; (* nis the order of the curve®)
hO =512; (* hO should be a power of 2 *)
i:=0;h:=h0; x0:=h DIV 2+ h; y0 :=DiIV 2;
k:i=1;
REPEAT (*compute index of hilbert curve Ofeler 3*)
i:=i+1;h:=hDIV 2;
X0 :=x0 + (h DIV 2); yO :=y0 + (h DIV)2
X :=X0; y :=y0;
ax[K]:=x; ay[K]:=y;
k:=k+1;
Right(i)
UNTILi=n;
END;
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Fig. 2. Three Sample of Hilbert curve.

5. Huffman Coding

Proposed by DR. David A. Huffman in 1952. This isnathod for the construction of minimum redundancy
code. Huffman made significant contributions in exaV areas. Mostly information theory and codingnal
design for radar and communication & design prooesifior asynchronous logical circuits, and novsitising
for compressing data. Huffman coding is a fornmstttistical coding which attempt to reduce the am®wf
bits required representing the string of symbolsvaoy in length. Shorter codes are assigned tontbset
frequently used symbols & longer codes to the symiduch appear less frequently in the string. Coded
length is no longer fixed like ASCII [14]

6. PROPOSED COMPRESSION ALGORITHM
The proposed compression algorithm is explainedutjin the diagram shown in Fig. 3. And the detdilthe
steps that describe the whole work are as follows:

1. Read RGB image and convert it from RGB format ¥i€,C,
format using affine transformation.
2. Partition each part(Y, & and ¢) of an image using classical partition method gfixsize squares
block).
3. Call a function that will compute Tchebichef momeagfficients for each block in each three parts.
4. Execute quantization process by dividing valuesTcfiebichef moment coefficients on quantization
tables for each block in each three parts.
5. Call a function that will reorder the quantized €bichef moment coefficients in Hilbert order, fach
block in each three parts.
6. Call a function that will build Huffman code treaded on the following steps:
6.1 Extract the symbols used in the matrix of Hilbemler and their probability (number of
occurences / number of total symbols)
6.2 Build the Huffman dictionary.
6.3 Encode your Hilbert order with the dictionary yast built.
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Fig. 3. Block Diagram of the proposed compressigorihm.
7. Simulation Resultsand Analysis

The superiority of the proposed techniqueeisidnstrated through computer simulation running/i@rosoft
Window XP, Intel Core2 Duo CPU, 3 GHz Platform,ngsDelphi 7.0 language. To prove the performance of
the presented compression algorithm, we use thk pigmal-to-noise ratioRSNR as the normalized error
measure to define the quality of the reconstructexje. ThePSNRvalue is given by

PSNR = 10logy, (%) ........................ (9)
MSE = —— MG SN F () = F( )P (10)

WhereMSEdenotes the mean square error of the reconstrimigge with respect to the original image, and
symbolsf (i, j) and f(i, ) are original and reconstructed pixel-values atidiation (, j) respectivelyM x N is
the size of the image.

The presented compression algorithm applied @B Rmages of 512x512 size. The images namely, love
birds, stripes and parrot are considered in thidystThe reconstructed images of proposed methedhawn in
fig. 4.

Image Name TMT Method Proposed Compression
M ethod
PSNR M SE PSNR M SE
(dB) (dB)
Stripes 37.04 12.87 37.06 12.79
Love-hirds 33.31 30.32 33.76 27.37
Parrota 32.72 34.73 33.30 30.43

Table 1: A comparison of performance measureseptbposed method with a recently reported metbothe
images of size 512 x 512

From table 1, It is not difficult to notice thtte discrete Tchebichef transform gives a betteomstruction

(higher PSNR value) for image 'Stripes'. The ‘Ssigmage has high predictability and large intgngradients.
The images ‘Love-birds’ and ‘Parrot’ have low prdbility compared to 'Stripes’. In general thecdite
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Tchebichef transform gives a better performanceifmages with sharp boundaries, and high predidtgbil
Furthermore the proposed algorithm uses the Hiliante to approximate each partition, which leadsrhaller

maximum absolute error, and because of the reaurgiture of the Hilbert scan which allows us to thsen for

hierarchical indexing of higher-dimensional data. &result, the proposed algorithm has better P8ISR the

scheme based on zigzag scan.

8. Conclusions

The proposed compression scheme certainfyraves the efficiency of the moments to a reasanabl
reconstruction. The proposed algorithm utilizednfrélilbert scan, since the Hilbert scan can presgwiat
neighborhoods as much as possible and take adeaofatye high correlation between neighboring Exéh
addition the recursive nature of the Hilbert scdrclv allows us to use them for hierarchical indgxirf higher-
dimensional data. This leads to better PSNR condpaith zigzag scan. It is clearly found that fdrthke chosen
images, the proposed method gives better resats TMT based conventional compression methodsthieuall
blocks of the scanned region must have same sideecaoh size must be a power of two, which limits th

application of the Hilbert scan greatly.

(a) Original Stripes (a) Reconstructed Stripes

(b) Original Parrot (b) Reconstructed Parrota
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(c) Original Love-birds (c) Reconstructed Love-birds

Fig. 4. The result of Proposed Compression Metho&et of RGB Images
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