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Abstract

The spatio-temporal databag&TDB) has received considerable attention dutfiegpast few years, due to
the emergence of numerous applicatiaag ( flight control systems, weather forecast, mobienputing,
etc) that demand efficient management of moving objeEhese applications record objects’ geographical
locations (sometimes also shapes) at various tangst and support queries that explore their hesbri
and future (predictive) behaviors. The STDB siguifitly extends the traditionapatial databasewhich
deals with only stationary data and hence is iragple to moving objects, whose dynamic behavior
requires re-investigation of numerous topics inglgddata modeling, indexes, and the related query
algorithms. In many application areas, huge amouwftsiata are generated, explicitly or implicitly
containing spatial or spatiotemporal informationowéver, the ability to analyze these data remains
inadequate, and the need for adapted data minolg becomes a major challenge. In this paper, we ha
presented the challenging issues of spatio-templatal mining.
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1. Introduction

Classical data mining techniques often perform lyoshen applied to spatial and spatio-temporal data
because of the many reasons. First, these dateseinzbedded in continuous space, whereas classical
datasets (e.g. transactions) are often discreten8e patterns are often local where as classatal whining
techniques often focus on global patterns. Finalhe of the common assumptions in classical Stalst
analysis is that data samples are independentlgrgeed. When it comes to the analysis of spatidl an
spatio-temporal data, however, the assumption abmeitindependence of samples is generally false
because such data tends to be highly self cortelder example, people with similar characteristics
occupation and background tend to cluster togethéhe same neighborhoods. In spatial statistics th
tendency is called autocorrelation. Ignoring autoelation when analyzing data with spatial and ispat
temporal characteristics may produce hypothesesodiels that are inaccurate or inconsistent withddia

set.

In application areas such as robotics, computeorvismobile computing, and traffic analysis, huge
amounts of data are generated and stored in dagbasgplicitly or implicitly containing spatial or
spatiotemporal information. For instance, the peddition of location-aware devices gives rise taetva
amounts of frequently updated telecommunication taffic data, and satellites generate terabytes of
image data daily. These huge collections of spatigibral data often hide possibly interesting infation

and valuable knowledge. It is obvious that a mamualysis of these data is impossible, and datangnin
might provide useful tools and technology in thetting. Spatiotemporal data mining is an emerging
research area that is dedicated to the developafemvel algorithms and computational techniquedtie
successful analysis of large spatiotemporal datsbasd the disclosure of interesting knowledge in
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spatiotemporal data. However, the ability to analyese data remains inadequate and the needdptead
data mining tools becomes a major challenge.

Spatio-Temporal Databases (STDB) explores recentt in flexible querying and reasoning about time-
and space-related information in databases. It shoow flexible querying enhances standard querying
expressiveness in many different ways, with the aifmfacilitating extraction of relevant data and
information. Flexible spatial and temporal reasgnilenotes qualitative reasoning about dynamic asmng
in the spatial domain, characterized by imprecisionncertainty (or both).

Spatio-temporal databases need to support a widetywaof continuous spatio-temporal queries. For
example, a continuous spatio-temporal range quenymve various forms depending on the mutabifity o
objects and queries. In addition, a range query askyabout the past, present, or the future. Aenaiay to
process continuous spatio-temporal queries is strati the continuous queries into a series of Smap
gueries. Snapshot queries are issued to the gergera location-aware server) everyseconds. The naive
approach incurs redundant processing where theyebmanly a slight change in the query answer betwe
any two consecutive evaluations [1, 2, 3].

The reminder of the paper is organized as follo®sction 2 presents an architecture of data mining.
Section 3 and 4 briefly illustrate the spatial aechporal data mining respectively. Section 5 dessrithe
spatio-temporal data mining. A conclusion is giveisection 6.

2. An Architecture of Data Mining

Data mining,the extraction of hidden predictive information rfrdarge databasesis a powerful new
technology with great potential to help companiesué on the most important information in theiradat
warehouses. Data mining tools predict future tresmits behaviors, allowing businesses to make pregcti
knowledge-driven decisions. The automated, prosgeanalyses offered by data mining move beyond the
analyses of past events provided by retrospectioks ttypical of decision support systems. Data ngni
tools can answer business questions that tradiljomeere too time consuming to resolve. They scour
databases for hidden patterns, finding predictifermation that experts may miss because it lidside
their expectations.

To best apply these advanced techniques, they baufillly integrated with a data warehouse as well a
flexible interactive business analysis tools. Matgta mining tools currently operate outside of the
warehouse, requiring extra steps for extractingarting, and analyzing the data. Furthermore, wien
insights require operational implementation, in&ign with the warehouse simplifies the applicatain
results from data mining. The resulting analytidadaarehouse can be applied to improve business
processes throughout the organization, in area® ssc promotional campaign management, fraud
detection, new product rollout, and so on. Figurduktrates an architecture for advanced analysia
large data warehouse.

The ideal starting point is a data warehouse cointgia combination of internal data tracking alsttumer
contact coupled with external market data aboutpmtitor activity. Background information on potexti
customers also provides an excellent basis forpeg. This warehouse can be implemented iniatyar
of relational database systems: Sybase, OraclehrR&dand so on and should be optimized for fléxib
and fast data access.

An OLAP (On-Line Analytical Processing) server eleaba more sophisticated end-user business model to
be applied when navigating the data warehouse niiiidimensional structures allow the user to araly
the data as they want to view their business — sanaing by product line, region, and other key
perspectives of their business. The Data Miningg&emust be integrated with the data warehousetaand
OLAP server to embed ROI-focused business analyisectly into this infrastructure. An advanced,
process-centric metadata template defines the miétttng objectives for specific business issues like
campaign management, prospecting, and promotioimizattion. Integration with the data warehouse
enables operational decisions to be directly imglet®d and tracked. As the warehouse grows with new
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decisions and results, the organization can coalliynumine the best practices and apply them toréutu
decisions.

This design represents a fundamental shift fronventional decision support systems. Rather thaplgim
delivering data to the end user through query apanting software, the Advanced Analysis Serveliapp
users’ business models directly to the warehouskraturns a proactive analysis of the most relevant
information. These results enhance the metadatheifOLAP Server by providing a dynamic metadata
layer that represents a distilled view of the d&porting, visualization, and other analysis taas then

be applied to plan future actions and confirm thpact of those plans.

3. Spatial Database

Spatial data mining is the process of discovenmgresting and previously unknown, but potentiabgful
patterns from large spatial datasets. Extractingr@sting and useful patterns from spatial datdsetsore
difficult than extracting the corresponding patgefrom traditional numeric and categorical data ttuthe
complexity of spatial data types, spatial relatlops, and spatial autocorrelation.

A spatial database contains objects which are cteraed by a spatial location and/or extensiowel as

by several non-spatial attributes. Figure 2 illatts a spatial database on Bavaria as an examgyécted

is the relation Communities containing polygons ehhiepresent communities in a geographic informatio
system. This spatial database on Bavaria - reféaoed the BAVARIA database. The database conthins
ATKIS 500 data and the Bavarian part of the statitdata obtained by the German census of 10687,
2043 Bavarian communities with one spatial atteb(polygon) and 52 non-spatial attributes (such as
average rent or rate of unemployment). Also inatlifie a separate table of the database) are spaijedts
representing natural objects like mountains orrevend infrastructure such as highways or railrodatie
total number of spatial objects in the database #mounts to 6924.

The discovery process for spatial data is more ¢exnghan for relational data. This applies to btk
efficiency of algorithms as well to the complexity possible patterns that can be found in a spatial
database. The reason is that, in contrast to miimimglational databases, spatial data mining dlgos
have to consider the neighbours of objects in otdextract useful knowledge. This is necessarpbse
the attributes of the neighbours of some objednhtd#rest may have a significant influence on thgeatb
itself.

4, Temporal Database

Temporal data stored in a temporal database isrdiit from the data stored in non-temporal database
that a time period attached to the data expreskes W was valid or stored in the database. Comnwesit
databases consider the data stored in it to be @altime instant now, they do not keep track oftpa
future database states. By attaching a time péoitide data, it becomes possible to store diffedetdbase
states.

A first step towards a temporal database thus ifinestamp the data. This allows the distinction of
different database states. One approach is thamadral database may timestamp entities with time
periods. Another approach is the timestamping effifoperty values of the entities. In the relatiafea
model, tuples are timestamped, where as in objeetted data models, objects and/or attribute \wainay

be timestamped. What time period do we store indhignestamps? There are mainly two different matio
of time which are relevant for temporal databag@se is called the valid time, the other one is the
transaction time. Valid time denotes the time priuring which a fact is true with respect to tealr
world. Transaction time is the time period duringieh a fact is stored in the database. Note tresetwo
time periods do not have to be the same for asifagit. Imagine that we come up with a temporahloiase
storing data about the #&entury. The valid time of these facts is somewHeetween 1700 and 1799,
where as the transaction time starts when we inkerfacts into the database, for example, Jan2ayy
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Assume we would like to store data about our eng#eywith respect to the real world. Then, the tesul
appears as like in Table 1.

The above valid-time table stores the history ef émployees with respect to the real world. Thebaties
ValidTimeStartandValidTimeEndactually represent a time interval which is cloagits lower and open at
its upper bound. Thus, we see that during the pereod [1985 - 1990), employee John was workinthe
research department, having a salary of 11000. Heechanged to the sales department, still earning
11000. In 1993, he got a salary raise to 12000. dgper bound INF denotes that the tuple is valitil un
further notice. Note that it is now possible torstinformation about past states. We see that Rasl
employed from 1988 until 1995. In the corresponding-temporal table, this information was (phydigal
deleted when Paul left the company.

4.1 Different Forms of Temporal Databases

The two different notions of time - valid time atvdnsaction time - allow the distinction of diffatdforms
of temporal databases. A historical database sttatswith respect to valid time, a rollback datshstores
data with respect to transaction time. A bitempadithbase stores data with respect to both vatid &ind
transaction time.

Commercial DBMS are said to store only a singleéestd the real world, usually the most recent state
Such databases usually are called snapshot dasaBaseapshot database in the context of valid tume
transaction time is depicted in Figure 3.

On the other hand, a bitemporal DBMS such as TimefoBes the history of data with respect to botidva
time and transaction time. Note that the historwbén data was stored in the database (transdutieh is
limited to past and present database states, girkcmanaged by the system directly which doesknaotv
anything about future states.

A table in the bitemporal relational DBMS TimeDB yneither be a snapshot table (storing only current
data), a valid-time table (storing when the dataaigd wrt. the real world), a transaction-timeltafstoring
when the data was recorded in the database) demral table (storing both valid time and tratisac
time). An extended version of SQL allows specifymbich kind of table is needed when the table is
created. Existing tables may also be altered (sahersioning). Additionally, it supports temporalegies,
temporal modification statements and temporal cairgs.

The states stored in a bitemporal database areh&dcein Figure 4. Of course, a temporal DBMS sugh a
TimeDB does not store each database state sepasatalepicted in Fig. 4. It stores valid time and/o
transaction time for each tuple, as described above

5. Spatio-Temporal Database

Depending on the temporal aspects of data, a STIDB® at eitherhistorical or predictive retrieval.
Specifically, given a set of objects, 0,, . . . ,0y (WhereN is termed the cardinality), a historical STDB
stores, for each object (1 <i < N), its extento..E(t) at all the timestampisin the history. Following the
convention of spatial databases, each exdgfft) can be a polygon describing the object’s acthape at
timet (e.g., the contour of a moving typhoon). Specjaflyhe shape is not importang.§, cars, flights,
etc.),0.E(t) degenerates to a point describing the locatiom af timet. In practice, the extents of the same
object at the successive timestamps can be conegressng various methods.§, if the object remains
stationary at several continuous timestamps, itsrgxs stored only once during this period). Adicgve
STDB, on the other hand, stores, for each (usyadiynt) objecto;, its most recent updated location
0.L(tuod (Wherety,qis the time of the object’s last update), and thatiom function describing its current
movement. The most popular motion function is thedr function [4, 5], because i) Can approximate
any trajectory, andii requires the fewest number of parameters. Spadifj in addition too;.L(t,pq), the
system only needs to record the object’s velogityel, such that the object’s location at any futureettrm
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tupa Can be calculated asL(t) = 0;.L(t,pq) + 01.velL(t - t,p9). Using such modeling, an object needs to issue an
update to the database only if the parameterssofmibtion function €.g, o;.vel for linear movement)
change.

Since the spatial database can be regarded ascalsiype of STDB where all the objects have zero
velocities, all the spatial query types naturaligdf their counterparts in STDB, except that theg ar
augmented with additional temporal predicates. Epally, a window query(WQ) specifies a query region
gr and time intervat}r (consisting of continuous timestamps), and finiishe objects whose extents (or
locations for point data) interseg during gr. Particularly, theselectivityof a WQ equals the number of
retrieved objects divided by the dataset cardipadind its accurate estimation [6, 7] is imperatvejuery
optimization. Ak nearest neighbo(tkNN) query specifies a query poigt and time intervafyy , and finds
thek objects whose distancesde during gy are the smallest. These problems become even coorplex

if query regions/points (in WRNN) are also moving. While the above queries ingabtwnly one dataset,
thewithin-distancgoin (WDJ), given two datase, S, reports all the object pairsy( 0,) in the cartesian
productS;xS,, such that the distance betwemno, during a query time intervay is smaller than certain
thresholdd. The selectivity of a join is the number of reted pairs divided by the size 8xS,. Similarly,
thek closest painkCP) query retrieves the k object paiog, ©,) such that the distance of,0, duringgy is
the smallest, among all the pairsSixS,. Note that the above queries can be defined ih bistorical and
predictive STDB.

In addition to queries inherited from conventiogphtial databases, the dynamic nature of STDBlaists

to several novel query types. For historical dadabathenavigational WQ has been introduced which
specifies two query regiomg,, gr, and timestampgr, g, and retrieves all the objects that interspgtat

Or1, and also interseciz, at g, (e.g, find all the vehicles that appeared in Harvar®@n yesterday and
then appeared in MIT 10 minutes later). In prede&tSTDB, [8] points out that the results of traatital
queries ie., WQ, kNN, WDJ, kCP) are usually inadequate because they may chiaogeetimes almost
immediately) due to the movements of objects angieries €.g, a user’s nearest gas station may change
as s/he drives on the highway).

Motivated by this, [8] proposes thiene-parameterizedTP) query, which applies to any traditional query
and returns, in additional to the resRltalso {) an expiry timeT of R, and {i) the changeC of the result
after T. An example of TPNN is to repori) the nearest statias (i) whens will cease to be the nearest
(given the user’s moving direction and speed), @infithe new nearest station after the expirs.ofhe
concept of TP is extended to tbentinuous queryn [9], which is another general concept appliedtol all
traditional queries and aims at continuously tragkhe result changes until certain conditionssatesfied.

A continuous WQ, for instance, may “return the @ifts within 10 miles from flight UA183 now and
continuously update this information until its &&f’. In TP and continuous processing, the moving
direction of the query can be clearly specified,ichhis not true in some applications.q, a tourist
wandering around casually). The concept usefulithsscenarios is thiecation-basedLB) query [10],
which applies to WQ ankNN and finds the query result as well as its vafidegion such that, as long as
the query is in this region, its result will remdhre same. For example, a LB NN may return theastar
restaurant of a tourist, as well as a validity oegin which the restaurant will remain the nearest.

Numerous access methods have been proposed faiewffispatio-temporal query processing. A
straightforward approach to index historical STBBtd create a spatial index (the most common ones
include the R-tree) at each timestamp in histognaging objects’ extents at that timestamp. Thihés
idea behind the so-callgshrtially persistent structuresvhich in order to reduce the space consumption
allows the R-trees at consecutive timestamps teest@mmon nodes if the objects in these nodes tio no
incur extent changes. The first partially persis&nucture, thenistorical R-tree(HR-tree), however, still
involves considerable data redundancy, which lethéodevelopment of theulti-version R-tregMVR-
tree) and its subsequent versions. Besides thelpapersistent methodology, historical STDB cadsoabe
indexed using a 3D R-tree by treating time justamsextra dimension (in addition to the two spatial
dimensions). Specifically, each record in the 30rdé® represents a 3D box, whose spatial projection

59



Computer Engineering and Intelligent Systems www.iiste.org
ISSN 2222-1719 (Paper) ISSN 2222-2863 (Online) Ly
Vol 3, No.4, 2012 ST

corresponds to the extent of a stationary objed, ahose temporal projection denotes the time \mater
during which the object is stationary. Similar idegre used in th&rajectory bundle tregTB-tree), a
structure optimized for navigational WQ queriespiactical STDB, it adapts the Quadtree (a spatiXx)

for indexing the movements of 1D object, while time-parameterized R-trg@PR-tree) and its improved
versions support objects of arbitrary dimensiogakinally, indexing moving objects has also beemlied

in theory [11] which develops numerous interestsiguctures with provable worst-case performance
bounds. These bounds, however, usually involveeldrgilden constants, rendering these “theoretical”
solutions to be outperformed by the “practical”dimns introduced earlier.

Due to the time component, spatiotemporal databased to manage large amounts of data accumulated
over long period of time. A user asks queries d& data and the straightforward solution to fthe
answer is to read all objects in the database et the objects that belong to the answer. Howthie
approach is inefficient due to the size of the blase. A better solution is to construct indexes tive data

and answer a query by reading only a small patti@fatabase. In general, an index is a way tonirga
dataset in disk pages in order to answer effigieatlspecific type of queries, by reading only a lkma
number of disk pages [12-14].

6. Conclusion

Spatio-temporal data mining is becoming now vergomant field of research as it focuses the datadb
only static view point but also on time and spddeus it is useful to locate future statistics basadime
and space but querying, indexing and many othevaelt issues of spatio-temporal data are not ghsy t
days. Spatiotemporal data support is consideredbetoan important research direction, since many
applications need to manipulate data that changs tme. STDBMS, in particular, should) (offer
appropriate data types and query languages foréwobring spatial objectsii] provide efficient indexing
techniques and access methods for spatiotempoeay guocessing andii() exploit cost models for query
optimization purposes. So the research on spatipaeal data mining is still going on.
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Figure 2. Spatial and Non-Spatial Attributes of Qoumities
Table 1. Employees record with valid start and tme

EmplD | Name Department | Salary | ValidTimeStart | ValidTimeEnd
10 John Research 11000 1985 1990

10 John Sales 11000 1990 1993

10 John Sales 12000 1993 INF

11 Paul Research 10000 1988 1995

12 George | Research 10500 1991 INF

13 Ringo Sales 15500 1988 INF
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