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Abstract
Agriculturist or farmers collect soil sample thae dater analyzed for proper classification. Thignentional
procedure is labour intensive, time consuming axgersive. In this research work, an attempt wasentad
develop an intelligent system that can identifffediént types of soil in a particular location usihg available
hyperspectral data at such location with supervisathing approach. The system was developed digany —
C means to identify the cluster centre. The clusterter was used as an input to train KSOM andrgénsoil
prediction map as an output. ANFIS was eventuadlyduto identify each class of the soil using themedictor
map as an output during the training stage. Theesysvas implemented using R programming Language.
Keywords. Hyperspectral data, C-Means Clustering, KSOM, ABIBupervised Learning, Intelligent System,

1 Introduction
The idea of developing an intelligent system emethdtom a particular branch of computer sciencéedal
artificial intelligence (Al). Al may be defined asbranch of computer science that is concernedautbmation
of intelligent behaviour [22].
However, this definition suffers from the intelligdtself i.e. it is not well defined or understoddtelligent is a
capacity of a system to achieve a good or sustsiretl behaviour under conditions of uncertainty.
Intelligent system has to cope with sources of tag#ty like occurrence of unexpected event such as
unpredictable changes in the world which generatsneomplete, inconsistent and unreliable inforamatio be
made available to the system for the purpose ofderwhat to do next. Intelligent system therefeséibits
the following behaviour.
According to Nicola [15], an intelligent system ébits the following behaviour:

(i) They should from time to time accommodate new mobdolving rule

(i) They should be able to analyze themselves in téineloaviour error and success.

(iif) Once they are to interact, they should learn amgtane through interaction with environment

(iv) They should learn quickly from large amount of data

(v) They should have memory based examples, storageetti@al capability

(vi) They should have parameter to present
Agris [1] also summarized basic features of ingeliit system as follows:

(i) They have the ability to generate a new knowledgm falready existing ones

(i) They have ability to learn

(i) They have ability to sense environment

(iv) They have ability to act
A lot of research work has been done in the areahwinvolves development of an intelligent systenrsolve
various real life problems.
However, literature reveals that enough has beee @othe area of Agriculture most especially ie #spect of
soil classification or identification. Therefordyig research work made an attempt to develop aligent
system for soil classification using supervisedrdesy approach.
2. Statement of the Problem
Traditionally, the spatial variability of soil prepy is obtained via field grid sampling [2]. Fam®meor
Agriculturist collect sample that are later anatyZer proper classification/ identification. Thi®roventional
procedure is labour intensive, time consuming aquBsive.
This calls for a better approach. This researchkvtberefore is to develop an intelligent system $oil
classification making use of supervised learningraach. It will serve as a useful tool in the aséAgriculture,
land use and soil management.
3. Significant of the Study
Soil plays a fundamental role in sustainable lasd by supporting valuable services as biodiverdagd
production and pollution buffering [18]. Vital humaand plant activities depend on this important -non
renewable resource.
In fact, it is a gift of nature which sustains ttie of all living creature. Without soil, there lbe no life. One of
the major components of soil is minerals which lighly needed by plants and animals for their cardus
existence.
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This research work will provide adequate information soil properties (Classification). Lack of such
information could lead to uncertainty in the preidie of food production, rock formation, mineraloguction
and some other basic amenities. Non-availabilitgwath information will also lead to poor managenafrthis
natural gift. Again, despite various types of sitveying being carried out in different countrig® scale and
spatial covering of many conventional soil maps @ sufficient enough for planning and maintainsl
facilities at national and international level.
This research will provide an automated informaitichich will be better than the initial ones
4, Objectives of the Study
The objectives of this research are:

(i) To develop an intelligent system for soil classifion

(ii) To develop such intelligent system using supervieathing approach.

(i) To implement the system with hyperspectral datagi& programming Language.

5. Literature Review

A lot of research works or investigations have besmied out on soil classification or identificati making use
of multispectral data.

According to Baojuan [2], as far back as 1960 tdyeEd70, scientist began to investigate the pdlitsilof using
multispectral remote sensing data for differemigsurface soil. With the launching of LandSat lfitgen 1972,
the research became more broad and meaningful.iJhisie to the availability of millions of multisgteal
satellite images for soil survey and mapping. ChHeematte and Ray [4][6][17] used multispectral réeno
sensing to estimate soil property though an infefit system was not developed.

Early 1980, there was availability of hyperspecttata image since multispectral data cannot prognoeigh
information compared to hyperspectral data. Datable Marra et al, Masserschmidst et al, Changlet a
Udelhoven et al, and He et al [3] [5] [7] [12] [1#1] were able to use various methods to predait
properties but an intelligent system with supemisgsarning approach that make use of hypersped#ttal has
not been developed.

Also, Baojuan [2] published an M.Sc. research théitied using satellite hyperspectral imagery tapnsoil
organic matter, total nitrogen and total phosphoiee research was able to test the capabilityacfigd least
square regression for mapping soil organic mattet was able to generate soil organic matter inalmali
watershed.

Zhengyong[23] developed a system to predict satute using artificial neural network model. He didt use
hyperspectral data but multispectral data. Thebratied ANN then could not be used in further mtmhs of
similar conditions without additional field surveyhis reduces the intelligent level of the systesupted with
the fact that the method used is of less precisiergio [18] also developed an ANN system for dig#oil
mapping.

Stephan [20] worked on hyperspectral analysis dfNitrogen, Carbonate and organic matter usingessgjon
tree.

Pao-Tsung [16] worked on the classification of migasoils. The research work carried out an in-dept
characterization study using a variety of technsqué a number of organic soil sampled throughbetstate of
Indiana.

Conclusively, literature reveals that most of theestpauthors did not actually developed intelligeygtem that
made use of supervised learniagd implement such with R programming languagegubiyperspectral data.
This has limited the level of performance of trsistem.

6. Artificial Intelligence (Al) M ethods

There are different methods of Al, this includes:

Neural Network

Fuzzy Logic

Neuro-fuzzy

Genetic Algorithm

6.1 Neural Network

As explained in figl, the concept of Neural netwdskborn out of biological neural network. It issjuan
emulation of biological network. The neural netwedasists of input, processing and output strucfline data
in form of an array is fed to the system as thaiing target is set at the output. An error is canggl as the
difference between the desired response and theystem output.

The error information is fed back to the systenotigh back propagation which makes all possiblestfjent to
record close to zero error. The process continuié the desired output is acceptable. This is dbed as
learning rule in the network.
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Fig 1: Structure of Neural Network
The outcome of some activation function on the ealfivk would be the output of the neuron, yk,
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Neural network can perform a non-linear progrank.tétshas a parallel nature and a failure of anmeliet will
not affect others. Because of its learning haliitsgeds not to be reprogrammed for subsequenttiper It can
be implemented to solve problems in different acddde

6.2 Fuzzy Logic
Fuzzy logic was initiated in 1965 by L. A. Zadehofessor of fuzzy sets and information, Computdeism®e
Department at university of California in Berkeldy.could be described as multivalued logic thdbwas
intermediate values to be defined between convealtievaluations like True/False, Yes/No, High/Lowce [8]
Fuzzy modeling use as input features for clasgiioaor measures of the process. It is a tool #ilatwvs an
approximation of non-linear system to be modelé.[1
The fuzzy logic model has several advantages wioenpared to other non linear modeling techniques. In
general, fuzzy model can provide a more transpanamatel and can also give linguistic interpretatiofiorm of
rules. Fuzzy models use rules and logical connestiw establish relations between the variablenddfito
derive the model [13].
6.3 Genetic Algorithm
In a situation where we have different conditiondatask and there is a need to pick the best,tigesigorithm
(GA) has been found to be very effective. It makes of theevolutionary nature of our genes. In order to grade
the candidate there is emphasis on relationshipngnaoiteria and such relationship is expressedermtof
fitness function.
To find the best out of possible events, it makss of evolutionary method such as crossover andtroaton
chromosomes. It could also use strands of infownatiGA use a method called abductive reasonings Thi
method bails down to sophisticated trial and efdy]. According to Koza et al [11], GA algorithm wks as
follows:

1. Evaluate the population against “high fitners créé

2. If a candidate meets the criteria step 1 else

3. Select the best of the current set using a sefestiategy and diversity maintenance, then

4. Reproduce using crossover and mutation, and résutn
This is a search algorithm. It has been used iferdifit research area to search for elements orrakne a
particular location. Data are not trained for fertlliscovery.
6.4 Expert system
Experts can combine their knowledge to developréquéar system to solve a particular problem uséxgert
knowledge or technique. Such system is referreastexpert system. It is built using large numberutés. A
specialist called knowledge engineer extracts thesrfrom the expert and program them into a coewput
Example of such rules includes:
If the body temperature is not greater thafC37
THEN the patient is normal.
IF the blood pressure is 110
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THEN the patient is normal
There is a need to develop an expert system urdigirc condition:
(i) When there are few experts in a field
(i) When it is necessary for the system to run withmuhan intervention
6.5 ANFIS (Adaptive Neuro-fuzzy inference system)
Adaptive Neuro-fuzzy inference system is a fuzzferience system implemented in the framework of an
adaptive neural network. By using a hybrid learnimgcedure, ANFIS can construct an input-output pivagp
based on both human-knowledge as fuzzy if-thensra@ed approximate membership functions from the
stipulated input-output data pairs for neural netwaining. This procedure of developing a FISngsthe
framework of adaptive neural networks is calledAdiaptive Neuro Fuzzy Inference System (ANFIS). Ehare
two methods that ANFIS learning employs for updatimembership function parameters:
1) Back propagation for all parameters (a steegestent method), and
2) A hybrid method consisting of back propagatiar the parameters associated with the input
membership and least squares estimation for thenpeters associated with the output membership
functions.
As a result, the training error decreases, at leaatly, throughout the learning process. Themftine more the
initial membership functions resemble the optimaés the easier it will be for the model paramat@ning to
converge. Human expertise about the target sysicve tmodeled may aid in setting up these initiatnipership
function parameters in the FIS structure [9][1(HeTgeneral ANFIS architecture is shown in Fig 2tel
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Fig 2: The general ANFIS architecture
Five network layers are used by ANFIS to perform thllowing fuzzy inference steps. (i) Input fuZeétion,
(i) Fuzzy set database construction, (iii) Fuzmjerbase construction, (iv) Decision making, anf Qutput
defuzzification.
For instance assume that the FIS has two inpllmd >§and one output y. For the first order Sugeno fuzzy

model, a typical rule set with two fuzzy if-therles can be expressed as:

Rotle 1:JF (e, iz A AND (5, is B THEN f, = pox + g4 0 2

Rule 2:0F () is Ap) AND [, is B ) THEN £, =ppxy+ gaip+ 1 w3

Where A A, and B, B,are the membership functions for the inp}mrxd % respectively, pa, rland R 9T,
are the parameters of the output function. Thetfanimg of the ANFIS

Layer 1. Calculate Member ship Value for Premise Parameter

Every node in this layer produces membership grafias input parameter. The node output

O = g L) fori=L2or ot

OLp = pi-2 ':-"-'2:' fori=34 -

Where x (or X)) is the input to the node i; for B ) is a linguistic fuzzy set associated with thisi@oQ _is the
membership functions (MFs) grade of a fuzzy setiasgecifies the degree to which the given inpll(t)x xz)
satisfies the quantifier. MFs can be any functithst are Gaussian, generalized bell shaped, triangund
trapezoidal shaped functions. A generalized bedipsd function can be selected within this MFs ani i

described as:
1
par ) = ————g e

A= e
t+ P
Where a bI ciis the parameter set which changes the shapeg ofi¢mbership function degree with maximum
value equal to 1 and minimum value equal to 0.
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Layer 2: Firing Strength of Rule

Every node in this layer, label&t whose output is the product of all incoming signa
Oy, = Wi = fia Lyd gy L) fori = 1,2 wonf

Layer 3: Normalize Firing Strength

h

The f node of this layer, labeled N, calculates the ndized firing strength as,
wWe oo
O =W = m i=1.2 o B
Layer 4: Consequent Parameters

Every node i in this layer is an adaptive node \aittiode function,
Oy, = Wif = Wi e+ g+ ) " w9 "
Where i is the normalized weighting factor of the rule, fiis the output of the irule and par is consequent

parameter set.
Layer 5: Overall Output

The single node in this layer is a fixed node lat&l, which computes the overall output as the summaifo
all incoming signals:

Crverell output = 05, = zﬁ,f _ Zi Wi fi 0
5.0 [ i —E[W[

ANFIS requires a training data set of desired ifquiput pair (>1<, Xy X s y) depicting the target system to be
modeled. ANFIS adaptively maps the input§ %...xm) to the outputs (y) through MFs, the rule base ted

related parameters emulating the given training dat. It starts with initial MFs, in terms of typad number,
and the rule base that can be designed intuitiveF1S applies a hybrid learning method for updatihe FIS
parameters. It utilizes the gradient descent amprda fine-tune the premise parameters that de¥ife. It
applies the least-squares method to identify tiseguent parameters that define the coefficientzaoli output
equation in the Sugeno-type fuzzy rule base. Thiaitrg process continues till the desired numbetraifiing
steps (epochs) or the desired root mean square (B8MSE) between the desired and the generatedibigp
achieved. In addition to the training data, theidatlon data are also optionally used for checkthg
generalization capability of ANFIS. the results foe network with three membership functions.
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Fig 3: Scheme of the ANFI S network Fig 4: The main Interface of the System
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Fig I3: Comparison of performance of ANFIS network with 2
or 3 membership functions
With three membership function, the network ledontlassify the samples with approximately zermehevel

within 20 epochs as shown in Fig 13. Test withioagtraining sample shows a 100% score as showailltlge
red marks inside blue in Fig 13.

Novel soil

In Fig 13, it can be noticed that soils in a patdc class are aligned on a straight line. If aganfor a novel
soil (not yet learned soil) is presented to thevoek, the output for it will not fall on an alreadisting line.
This is an indication that the presented sample rovel mineral. In such case, further samples s\¢@de
presented and the system allowed to learn the aewls.

The ANFIS network learns and store knowledge as hase. This rule base can be variously visualased
shown in fig 14 or as rule surfaces that shows imputs combine with one another as shown in FigAl$o the
shape of the membership functions change as thensysarns as depicted in Fig 16.
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7.

M ethodology
3D plot of input reflectance data at bands 50, 180,200,250,300 were obtained as shown in fig % Th

spectrum of a pixel is obtained as indicated in6figrhe pixel was processed using halving methoittiwivas
then clustered using fuzzy C-means to obtain dustage with 3 cluster centres shown in red infligrhe 3D
image of the cluster centres are shown in fig & CThluster centres are used to train a Kohonenosg#nizing
map to generate soil prediction map which was @asean output in the training of ANFIS. The trainprpgress
of the KSOM is expressed in fig 9. Also, the 3Dtpbthe cluster centre data generated by KSOMitnsbil
class count was shown in 10 and 11 respectiveiguré 12 explained the training of dataset for IS

network.

2 membership functions and 3 membership functioasuaed to train the ANFIS as shown in fig 13. With
membership function, the error is on the high sidd the training data missies their target. Witheénbership
function, the situation is better as show in fig $8, the 3 membership function was adopted. Fighbdvs the
rule based of the trained network while fig 15 shdwhe rule surface of the trained network.
The graphical illustration of the membership fuaotdf the trained network is shown in fig 16 arglfir shows
the abundance volume estimation for 4 classeseottlil while fig 18shows the abundance volume extton

for 6 classes.
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Sand: 24.73% 2473

Loarm: 20.76% 2076

Clay: 16.32% 1632

Gravel: 38.19% 3819

Fig 16: Abundance Volume Estimation for 4 classes

Sand: 18.83% 1883

Clay: 15.77% 1577

Loam: 12.38% 1234

Gravel: 12.86% 1286

Pebble: 12.19% 1219 Stone: 27.96% 2796

Fig 17: Abundance Volume Estimation for 6 classes
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