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Abstract 
Multiple imputation provides a useful strategy for dealing with data sets with missing value. Instead of filling in 

a single value for each missing value. Imputation is a term that denotes a procedure that replaces the missing 

values in a data set by some possible values. In this work missing values are being inserted completely at random 

(MCAR). Dataset taken for this work is heart disease dataset that contains some missing values. The main 

problem of this k means algorithm to don’t take the random position of the data point, it’s one of the k means for 

only two way cluster. These multiply imputed data sets are then analyzed by using standard procedures for 

complete data and combining the results from these analyses. In the proposed method is used for the canopy k-

means clustering algorithm using with the predication of higher accuracy calculate the particular data sets. 

Keywords: missing value, multiple imputation, k-means algorithm and canopy clustering. 

 

INTRODUCTION  

Missing data is one of the problems which are to be solved for real-time application. Traditional and Modern 

Methods are there for solving this problem [10]. The variables may be of Missing Completely at Random, 

Missing at Random, Missing not at Random. Each variable should be treated separately. A study on single 

imputation techniques such as Mean, Median, and Standard Deviation combined with canopy k means algorithm. 

Training set with their corresponding class groups the data of different sizes [9]. The above techniques are 

applied in each group and the results are compared.  

The interest in dealing with missing values has continued with the statistical applications to new areas 

such as Data Mining and any datasets [5]. These applications include supervised classification as well as 

unsupervised classification (clustering). In datasets some people even replace missing values by zero.  

 

MISSING VALUES 
Because the value of the missing data the data was collected. When it was ignored because of the privacy 

concerns of users may not be able to record in a particular case is not relevant [8]. Useful information that can 

lead to difficulty in obtaining a set of data values. Missing data for some information that may be important is 

the lack of data hiding. 

 

Methods of Missing Value 

There are three methods as following  

1. MCAR 

In a data set are missing completely at random (MCAR) if the events that lead to any particular data-item 

being missing are independent both of observable variables and of unobservable parameters of interest, and 

occur entirely at random [2]. When data are MCAR, the analyses performed on the data                   are unbiased; 

however, data are rarely MCAR. 

2. MCR 

Missing at random (MAR) is an alternative, and occurs when the missing ness is related to a particular 

variable, but it is not related to the value of the variable that has missing data [1]. 

3. MNAR 

Missing not at random (MNAR) is data that is missing for a specific reason (i.e. the value of the variable that's 

missing is related to the reason it's missing). 

 

IMPUTATION TECHNIQUES 

Imputations capture most of the relative efficiency that could be captured with a larger number of imputations 

[7]. However, a too-small number of imputations can lead to a substantial loss of statistical power, and some 

scholars now recommend 20 to 100 or more.
 
Any multiply-imputed data analysis must be repeated for each of 

the imputed data sets and, in some cases, the relevant statistics must be combined in a relatively complicated 

way [9]. 

Imputation methods are  

1. Partial imputation 

2. Partial deletion    
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3. Full analysis 

4. Interpolation         

 

METHODOLOGY   

K-means Clustering Algorithm 

K means algorithm is one of the most common clustering algorithm in use as our prototype for development of a 

soft containment of the clustering algorithm. The k-means algorithm iteratively searches for a good division of n 

objects into k clusters [4]. It seeks to minimize the total variance V of a partition, i.e., the sum of the (squared) 

distances from each item d to its assigned cluster C. 

Canopy k means clustering     
The canopy clustering algorithm is an unsupervised pre-clustering algorithm introduced by Andrew 

McCallum, Kamal Nigam and Lyle Ungar in 2000. It is often used as preprocessing step for the K-means 

algorithm or the Hierarchical clustering algorithm. It is intended to speed up clustering operations on large data 

sets, where using another algorithm directly may be impractical due to the size of the data set. 

The algorithm proceeds as follows, using two thresholds  (the loose distance) and  (the tight distance), 

where  .
[1][2]

 

1. Begin with the set of data points to be clustered. 

2. Remove a point from the set, beginning a new 'canopy'. 

3. For each point left in the set, assign it to the new canopy if the distance less than the loose distance . 

4. If the distance of the point is additionally less than the tight distance , remove it from the original 

set. 

5. Repeat from step 2 until there are no more data points in the set to cluster. 

6. These relatively cheaply clustered canopies can be sub-clustered using a more expensive but accurate 

algorithm. 

RESULT AND DISCUSSION 

Algorithm for canopy k means clustering 

Algorithm LargestNumber 

  Input: A list of numbers L. 

  Output: The largest number in the list L. 

  if L.size = 0 return null 

  largest ← L[0] 

  for each item in L, do 

    if item > largest, then 

      largest ← item 

  return largest 

 

 
Table 1: it represent the clustering groups 

In this table has been describes the overall mean value of dataset and cluster dataset.  
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Fig 1: accuracy chart for k-means clustering.                Fig 2: it represent the classification tree viewer of the  

                  missing data values 

 

Mean imputation 

The most commonly practiced approach is mean substitution— single imputation techniques. Mean substitution 

replaces missing values on a variable with the mean value of the observed values [11]. The imputed missing 

values are contingent upon one and only one variable – the between subjects mean for that variable based on the 

available data. Mean substitution preserves the mean of a variables distribution; however, mean substitution 

typically distorts other characteristics of a variables distribution [12].  

 
Median Substitution  

Mean or median substitution of covariates and outcome variables is still frequently used. This method is slightly 

improved by first stratifying the data into subgroups and using the subgroup average [13]. Median imputation 

results in the median of the entire data set being the same as it would be with case deletion, but the variability 

between individuals’ responses is decreased, biasing variances and covariance toward zero.  

 

Standard Deviation  

The standard deviation measures the spread of the data about the mean value. It is useful in comparing sets of 

data which may have the same mean but a different range [14]. 

Sno No of instance Classification accuracy 

K means 292 68% 

EM clustering 292 68% 

MDB clustering 292 69% 

Canopy clustering 292 80% 

Table 2: it represent the classification accuracy of the each clustering methods. 

In this table 2 is represent the classification accuracy of the each cluerting method is descriped with them. When 

the data set take the 292 instance use and implementing the clustering method  is k means clustering and EM 

clustering accuracy is same for them as 68% and MDB clustering accuracy is 69% and finally to implement the 

canopy clustering  to distribute the higher and better accuracy and expect them. 
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Fig 3: it represent the classification accuracy chart. 

 

CONCLUSION 

In this paper described the imputation of missing value using canopy clustering. Canopy clustering algorithm is 

one of the recent and fast growning on the unsupervised learning for grouping up of data. Traditional methods 

such as mean median and standard deviation is used to improve the preformance of accuracy in the missing data 

imputation. 
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