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Abstract

In this paper we present a fast and efficient nettoofind partial weight enumerator (PWE) for bipar
linear block codes by using the error impulse tépie and Monte Carlo method. This PWE can be used
to compute an upper bound of the error probability the soft decision maximum likelihood decoder
(MLD). As application of this method we give palttigeight enumerators and analytical performances of
the BCH(130,66) , BCH(103,47) and BCH(111,55) shwetl codes; the first code is obtained by
shortening the binary primitive BCH (255,191,17)lecand the two other codes are obtained by shageni
the binary primitive BCH(127,71,19) code. The weigrstributions of these three codes are unknown at
our knowledge.

Keywords. Error impulse technique, partial weight enumeratsaximum likelihood performance, error
correcting codes, shortened BCH codes, Monte Caelitnod.

1. Introduction

The current large development and deployment oélesés and digital communication has a great
effect on the research activities in the domaierodr correcting codes. Codes are used to impifwere t
reliability of data transmitted over communicatidmannels, such as a telephone line, microwave link,
or optical fiber, where the signals are often cpied by noise. Coding techniques create code words
by adding redundant information to the user infdiomavectors. Decoding algorithms try to find the

most likely transmitted codeword related to thesieed word as illustrated in the figure 1.

Decoding algorithms are classified into two catéggrHard decision and soft decision algorithmstdHa
decision algorithms work on a binary form of theaiwed information. In contrast, soft decision aitons
work directly on the received symbols (Clark 1981).
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Figurel. A simplified model a communication system.
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Let C(n,k,d) be a binary linear block code of léngt dimension k and minimum distance d. The weight
enumerator of C is the polynomial: n i
AX) =D AX
i=0

Where Adenotes the number of codewords of weight i in @e Weight of a word is the number of
non-zero elements it contains.  The polynomias Ate of the keys to obtain an exact expressiothfor
error detection and error correction performanc€ ¢Clark 1981 and Berlekamp 1984). It can be ueed
compute an upper bound on the error correctingopmdnces for the soft decision maximum likelihood
decoding algorithm (MLD): The probability of a detiog error with the MLD decoder denoted b, can
be upper bounded as follows (Clark 1981):

E. (1)

p.C)< Z A, Q| .[2wR N

Where A is the weight enumerator of Rsk/n is the code ratek, /Ny is the energy-per-bit tnoise ratio
andQ(x) is given by:

1 z/
QX =—==| g ?dz @)
N 27T 7* =
The error correcting performances obtained by Bqodtl) are called the analytical performance of C.

In (Fossorier 1998), authors show that for systemainary linear codes with binary transmission rove
AWGN channel, the probability of bit error denoteg B,(C) or BER(bit error rate), has the following
upper bound: .
W,
b, <> Yy [ouR e ) 3)
w=d N N

0

The above bound holds only for systematic encodihig shows that systematic encoding is not only
desirable, but actually optimal in the above sense.

In general the determination of the weight enunter& a NP-hard problem; the simplest way is the
exhaustive research which requires the computirj obdewords.

For some codes, the wealth of their algebraic 8iras permits to determine the weights enumerasars;
many excellent studies on the determination of wheghts enumerators of quadratic codes or their
extended codes were succeed (Gaborit 2005, Tjha8,2Bu 2008, Mykkeltveit 1972) and the weights
enumerators are known for all lengths less thaggoial to 167.

In (Fujiwara 1993) authors have found the weightreerators of the primitive BCH codes of length 255
and dimension less than 64 or big than 206.

In (Sidel'nikov 1971) Sidel'nikov has proved th&ietweight enumerator of some binary primitive BCH
codes can be given by the approximate followingnida: n
A=2" |(1+R)
j
Where |R |< K.n%' and K is a constant. n is thdectength in the form ™1 and t is the error
correction capability of the code. In (Kasami 19B@sami et al have given an approximation of thegtie

enumerator of linear codes with the binomial disttion by using a generalization of the Sidel'nikov
result.

The BCH codes, as a class, are one of the mostrkmpamwerful error-correcting cyclic codes. The most
common BCH codes are characterized as follows: ifspadly, for any positive integer m» 3 , and
t < 2""1, there exists a binary BCH code with the followjrayameters:
« Block length : n=2-1
*  Number of message bits <kn-mt
e Minimum distance : ¢ 2t + 1
These BCH codes are called primitive because theepuilt using a primitive element of GFj2
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The code obtained by removing a fixed coordinafea primitive BCH code is called a shortened BCH
code. Thus the BCH(130,66) code is obtained by wémgo125 coordinates of the binary primitive
BCH(255,191,17) code; the BCH(103,47) and BCH@®3), codes are obtained by removing
respectively 24 and 16 coordinates of the binamyitive BCH(127,71,19) code.

In this paper an approximation of partial weighueerators of the BCH(130,66), BCH(111,55) and
BCH(103,47) codes are given.

In (Nouh 2011), authors have used genetic algostbombined with the Monte Carlo method for finding
the weight enumerator of the quadratic residue afdengths 191 and 199. This method is efficiehew
the linear system obtained from the Mac Williamenitity (MacWilliams 1977) contains a small numbgr o
unknowns after its simplification (Nouh 2011). Rbe BCH(130,66) code it remaif3ig unknowns then the
method given in (Nouh 2011) can’t be used. So wedhice here a new method allowing determinatioa of
partial weight distribution of a block code.

The remainder of this paper is organized as follo@s the next section, we define the partial weight
enumerators of a code and the corresponding acalyterformances. In section 3 we present the @egho
method for approximating a partial weight enumardio section 4 we give a validation of the progbse
method and we give their results for some BCH coBemlly, a conclusion and a possible future dioec

of this research are outlined in section 4.

2. Partial weight enumerator and analytical performances.

2.1 Union bound on the error probability of the Maximum likelihood Decoding algorithm (MLD).

p+d .
Let be p a positive integer less than n-d. Themmiyial AP (x) =1+ z AX' is called the partial gisi
enumerator of radius p of the code C having thghteenumerator Ai=d

Let be the functionP,( p) defined by Equation (4):

P 4
P.(p) = 3, Mhuq( f2wR Eo “

The Equation (3) becomes: p.sp.(p)+e (5)

The Equation (2) shows theﬂe( P) increase slowithw and there exists an appropriate value ofrp fo
which the value of £ becomes negligible comparing tP e( p) therefoeedbde C performances can be
analyzed by using a partial weight enumerator diugp. In this paper we will show by simulatiomtlithe
appropriate value of p can be chosen between 2 avithout big alteration of the analytical perfommeas.

We have firstly decoded the extended (24,12,8) otale having the weight enumerator:

A(X)=1+ 759X 8 + 2576¢*2+ 758+ X * by the MLD decoder. The figure 2 shows a compariso
between the simulated error correcting performasfche MLD decoder and the analytical performance
AP(WE) obtained by Equation (3) and the weightreatator (WE=A). Practically the performances are
the same for the values of SNR greater than 2.sithalation parameters of the MLD decoder are given
the table 1.

Table 1. The simulatjzarameters.

Simulation parameter value
Channel AWGN
Modulation BPSK
Minimum number of residual bit in errors 200
Minimum number of transmitted  blocks 5000
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BER

SNR (dB)
Figure 2.Comparison between simulated and analytical perdoes of the MLD decoder for the
extended (24,12,8) Golay cade

The figure 3 shows a comparison between the analypierformances AP (WE) obtained by Equation (3)
when the weight enumerator (WE=A) is completelydused the analytical performances AP (PWE)
obtained by the same formula with only the firsotierms of A (PWE=1+759%. Practically the obtained
analytical performance is the same for all valueSNR.

T —=T=T=T+

Figure 3. Comparison of the analytical performanaesined by WE and PWE for the extended
(24,12,8) Golay code.

To compare the analytical performances obtainethbyweight enumerator and those obtained by agbarti
weight enumerator of radius p between 4 and 8 dtatively long codes we give in the figure 4 the
analytical performances for the BCH(127,57,23) cdigeusing only the first p terms of its weight
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enumerator given in (Desaki 1997). Practically pleeformances are the same for all values of SNBtgre
than 3 dB.

BCH(127,57,23)

BER

E, /N, (dB)

Figure 4. Impact of the radius p on the analytpmformances of the BCH (127, 57, 23) code.

3. The proposed method for finding a partial weight enumer ator.

3.1 Monte Carlo method.

In the general case, the Monte Carlo method cangisformulating a game of chance or a stochastic
process which produces a random variable whosectegb&alue is the solution of a certain problem. An
approximation to the expected value is obtainednlepns of sampling from the resulting distributidhis
method is used for example in the evaluation ofesgrtegrals (Bauer 1958).

3.2 The proposed method for approximating a partial weight enumerator of linear block codes.
In order to have a good approximation of the phmiaight enumerator, we propose the following
probabilistic method, which is a variant of Montarf® method.

Let C, be the set of all codewords of weight w in C agdalLsubset of {& We define the recovery rate of
L., related to G by: R(L,) =|LW|/ |C,, | (6)

Where the symb01 . | denotes the cardinal.

When L, is available, the value oR (I_W)can be computed statistically with a percentagerodr [/
and |C,| can be approximated b, | /R(L,,).

When a codeword c of weight w is drawn at randdrare are two cases:
- cis an element of J.and it is called intern code word.
- cisn't an element of J.and it is called extern code word.

13



Computer Engineering and Intelligent Systems www.iiste.org
ISSN 2222-1719 (Paper) ISSN 2222-2863 (Online) LAY
Vol 3, No.11, 2012 ||5T[

In the practice the recovery ratR=R (LW) can be evaluated statistically by the followingaalthm:

Inputs: Ly, M (minimum number of intern code words)
Outputs. R (recovery rate)
Begin
S<0;i «0;
While (S< M) do:
i< i+l
Drawn at random a codeword c from C,,.
IfcL,, thenS—S+1; endif.
End while.
R(L, )~ s/i.

End.

To get the confidence interval of R correspondimghie precision/ we use the algorithm above at each
time j to compute a vaIueRJ. of R. When the process is repeated q times theevailR belongs to the
interval:

I(R) = {I*?— Tﬂ + & 'B] {Rm ; Rright] With a pediility of error equal to i/

Ja

Where . q

-1
. =q Zl R s the average value of the recovatg.r

1 ]
. U:\/ﬁ (R R;)® is the variance of R.
j=

o0 UZ

: [ isthe solution of the equation: %J‘e_Tdu =1-pu (7)
Tp

The table 2 gives the values ¢f for some values oft/  between 94% and 99.99

Table 2. Some values gf

H B
0.9999 3.89
0.99 2.57
0.98 2.32

The confidence interval (| C, |) of the number of code words having the weight wlpanvritten as

L |5, |

follows: | (| C |) = ; When the variareés null and the recovery rate is equal to 1 we can
" Rright Reft
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decide that L, is equaltoC,,.

3.3 Error impulse technique to find a list of codewords of a given weight.

The automorphism group of a code C(n,k,d) is theEpermutations under which it remain invarigfor
cyclic codes, this group contains all cyclic peratians of length n. When a codewordI€ is available
then a set of codeword having the same weightcas de obtained by applying these permutations.

The error impulse technique (Berrou 2002, ASKALI12D is a fast and efficient method to find the
minimum distance of linear codes. In this work wee uhis technique to find not only codewords of the
minimum weight but a list of codewords with smakights as follow:

Let be ¢ a codeword to transmit over a communication chiaiméhe modulation phasé s converted to
the sequence’avhich will transmitted and it can be perturbedzbgoise e therefore the received sequence
r with float symbols can be different fronl. cThe soft decision decoding algorithms try to dizdhe
sequence r, in general, by searching the codewohnawing the smallest Euclidean distance from r. ihe
the decided codeword s not equal totthe sum &=c*+c? is a codeword having in general a small weight.
When this process is iterated a ligt&f code words having the weight w can be obtained.

4.Validation of the proposed METHOD.
4.1 Validation of the proposed method.

To validate the proposed method we give in theetablthe exact partial weight enumerators and the
approximated partial weight enumerators of radiuBr3some linear codes. This table shows that the
proposed method yield a very good approximatiome(tat 100%) of a partial weight enumerators.
Therefore it can be used as a powerful tool toyaeathe performances of linear error correctingesodf
average lengths.

Table 3.Comparison between the exact and approximated PWE.

Code The exact PWE The approximated PWE

11 : 4324 11 : 4324

QR(47,24) 12 : 12972 12 . 12972
15 : 178365 15 : 178365
11 @ 497 11 @ 497

QR(71,36) 12 . 2485 12 . 2485
15 : 47570 15 : 47570
13 : 1533 13 : 1533

QR(73,37) 14 : 6570 14 : 6570
15 : 19272 15 : 19272

When the dimension of the code C is large, the gweg method can be used to approximate the PWE of C
the table 4 gives the confidence intervdl@ C, |) regarding the approximated partial weight enunoerat
of the BCH(127,50,27) code generated by the polyabm

G () =1+ X+ 3P+ X3+ P+ X x P X x T x B M x B x Ex B x Bx Ex Bx Px Px £x x &K 2

XPHXB+ X T+ X B x M x B x hx % x Fx Fx ¥x Bx ¥x Bx Px 7

With M=10, 3=2.57, q=100. The table 5 gives a comparison betvlee exact PWE and its approximated
value. It shows tha C,, | is in general in the confidence interval or insr to its extremities.
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Table 4.Confidence interval, (| C, |) for the BCH ( 127,50) code.

w L] R o I(C, )
27 104 0,26045736 0.086847 [35364; 41993]
28 104 0,06536888 0.023571 [140004; 168602]
31 104 0,01171173 0.004031 [3922283; 4683496]
32 104 0,00370467 0.001421 [12285596; 14972120]
Table 5. Validation of approximated PWE for BCH 7120).

The exact PWE The approximated PWE |C, P I(| G )

27 40894 27 38394 Yes

28: 146050 28: 152978 Yes

31: 4853051 31: 4269224 No

32: 14559153 32: 13496466 Yes

4.2 Application on some BCH codes.
By using the proposed method with the GSizcoder Fossorier 1995we give in the table 6 the
confidence interval of a partial weight enumeratfos BCH(130,66), BCH(103,47) and BCH(111,55)
codes. The first code is obtained by shorteningbihary primitive BCH (255,191,17) code generatgd b
the polynomial g and the two other codes are obtained by shortehmdinary primitive BCH(127,71,19)
code generated by the polynomial g

() =1+ + 33+ XX X+ X O X e x M X xS x R x Bx #x Bx Px Fx B M HXF
O+ X+ X X B x B x % x Tx B x Bx ¥Bx Ex ¥x Bx Px % & & ¢

g3(x)=1+X4+X10+X11+X13+X16+Xl7+x20+X23+X 2{'_)( 2§_X 2§_X 33_)( 3_?)( S_gx QPX 4_1X 4_2

X43+X44+X45+X46+X48+X49+X51+X SQ'_X

56
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Table 6. Confidence intervals.

Code Weight w 1(ICw])
17 [58;58]
18 [284;339]
BCH (130,66)
19 [1244:1457]
20 [10155:13233]
19 [3319;24252]
20 [1433627760]
BCH (103,47)
21 [17552;901580]
22 [120862;183060]
19 [20163;27212]
20 [78991;127621]
BCH(111,55)
21 [154269;317927]
22 [648819;1335370]

The confidence intervals regarding the approximatadial weight enumerator of the three BCH codes
given in the table 6 are obtained by using thermpatarf3=3.89 all other parameters are given in the table 7
with the average values dfCW |for each weight w. By using the approximated PWEgive in the figure

5 (above) the approximated analytical performarfdaese codes.
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Table 7. Approximated partial weight enumeratosaine BCH codes.

C w Ll R q o M ICul

o |17 |58 1 30 0 10| 58

?3; 18 | 232 0.748731 | 101 0.169188 309

i’ 19 | o11 0.678383 | 133 0.158547 1342

2 [20 | 1478 0.128609 | 45 0.029190] 10 11492

~ |19 | 300 0.051368 0.017364| 10 5840

§' 20 | 795 0.042046 0.009120| 10 18709

§ 21 | 530 0.015391 0.006591| 10 34434

R [22 | 2351 0.016147 0.002548) 10 145795

= |19 | 1062 0.045848 | 258 0.028164 5 23163

§ 20 | 877 0.008987 | 76 0.004740| 5 97583

T |21 | 1002 0.004823 | 30 0.002354] 5 207738

& [22 |s36 0.000957 | 10 0.000269] 5 873317
== B CH(130,66)
| | BCH(103,47)
; ; BCH(111,55)

10° -y M i —————— :
QE, 107 T T N T T
. |
107 s SEEE iL —————— R LT
0 3 4

E,/N, (dB)

Figure 5. The analytical performances obtained WERor the BCH (130, 66), BCH (103, 47) and
BCH (111, 55) codes.
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4.3 Run time of the proposed method.

The table 8 shows the run time of the proposed odefior two linear codes by using a simple PC
configuration: AMD Athlon™ 64 processor, 1GB of RIA It shows that we can obtain a partial weight
enumerator in a few minutes for codes of averaggtleand dimension.

Table 8. Run time of the proposed method.

Code Weight Run time of the proposed method (imises)
BCH(63,39) 9 73s

10 383s

11 5840 s
QR(71,36) 11 43 s

12 254 s

15 10291 s

5. Conclusion.

In this paper we have presented an efficient mefoofinding a partial weight enumerator of a lineade

and therefore its analytical performance. Using ¢ner impulse technique and some elements of the
automorphism group a large list of code words given weight can be obtained and it can be use in
Monte Carlo method for approximating a partial ieignumerator. This method is validated on some
codes with known weight enumerator and it is theeduto get the partial weight enumerators and the
performances of other codes with unknown weightegmators.
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