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Abstract 

This paper presents the design of an adapting filtering method to remove the noise in the biomedical signal 

records. The major concern about analyze the presence of various artifacts in ECG records and modular 

artifacts in EEG records caused due to various noise factors. Here, we have proposed a design based on 

LMS (Least Mean Square) algorithm to remove the artifacts from biomedical signal using Verilog HDL 

based on been mapped on  commercially available FPGAs (Field Programmable Gate Arrays). In this 

design the LMS algorithm used as a noise canceller and the reference signal was adaptively filtered and 

subtracted from primary signal to obtain the estimated biomedical signal. The original biomedical signal 

can be reconstructed by passing the digital bit stream through a low pass filter. This design is suitable for its 

low power biomedical instrument design and it reduces the whole system cost. 

Keywords: LMS algorithm, noise canceller, Verilog HDL, artifacts, biomedical signal, Low power 

application. 

 

I. Introduction  

In the digitizing biomedical signal analysis, the adaptive Noise Cancelling is a technique to remove the 

unwanted noise affecting the desired signal within an electronic system. The application of adaptive Noise 

Canceller is increased in modern communication as it has the advantages of easy implementation, low 

computational complexity and low power application. This technique can also be applied to low voltage 

application, high frequency signals and low power circuit design. But in all the high speed applications of 

Adaptive noise canceller usually high speed DSP processor is used with dedicated hardware 

implementation [Di Stefano A.; Scaglione, A.; Giaconia C(2005)]. Digital signal processors have a 

wide variety of applications in the biomedical signal analysis.  Now days, it’s becoming increasingly 

important in our daily life but it imposes the constraints on area, power, low voltage, speed and cost. The 

most commonly used design tools used for hardware implementation are Application Specific 

Integrated Circuits (ASIC), Digital Signal Processors (DSP) and FPGAs [Tian Lan,Jinlin 

Zhang(2008)].  

Among the various filtering method, LMS (Least Mean Square) algorithm is one of the most widely used 

adaptive filtering algorithms. The significance of LMS algorithm is its simplicity and robustness, good 

tracking capabilities both in terms of computational load and easiness of implementation. Moreover, it does 

not require correlation functions, nor does it require matrix inversion. LMS algorithm is a 

stochastic implementation of the steepest descent algorithm [Zheng-wei Hu; Zhi-yuan Xie(2009].LMS 
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requires only a finite-impulse response filter and a first order weight update equation. Therefore, it has 

been successfully applied to a wide variety of adaptive filtering problems, including plant identification 

and noise cancellation applications [Boo-Shik Ryu; Jae-Kyun Lee; Joonwan Kim; Chae-Wook 

Lee(2008) ]. 

The contributions of this research were designed of an adapting filtering method to remove the noises .The 

application of this method to enhance performance of adaptive noise cancellation in biomedical signal. The 

focus of this paper is on tuning of the LMS algorithm, based on XILINX SPARTAN XC2S150 FPGA 

board processor for noise removals. 

This paper is structured as follows. Section II describes background of adaptive filtering method such as 

LMS algorithm.   Section III shows proposed architecture for LMS algorithm. Section IV demonstrates 

the Synthesis Results of the proposed architecture. Finally in Section V, a conclusion is presented. 

 

 

II.  Background Study 

Least mean squares (LMS) algorithms[Boo-Shik Ryu; Jae-Kyun Lee; Joonwan Kim; Chae-Wook 

Lee(2008)  , A. Elhossini, S. Areibi and R. Dony (2006)] are a class of adaptive filter used to mimic a 

desired filter by finding the filter coefficients that relate to producing the least mean squares of the error 

signal (difference between the desired and the actual signal). It is a stochastic gradient descent method in 

that the filter is only adapted based on the error at the current time. The optimal method cannot be 

performed in real-time, because the entire signal must be given in order for the solution to work. The LMS 

solution avoids both of these problems by adapting the filter weights. 

 

 

Fig.1 Block diagram of adaptive noise canceller. 

As shown in Fig 1, an adaptive noise canceller is dual input, closed loop feedback system. The two input 

are, primary input signal y(i) ( the desired signal corrupted by noise) and the reference input signal x(i) (an 

interfering noise supposed to be uncorrelated with the desired signal but correlated with the noise 

affecting the desired signal in an unknown way).  
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The basic idea of LMS algorithm is the adjustment of the filter parameters let the mean squares error 

between the filter output signal and the expectations output signals be smallest, such as system output is the 

best estimate of useful signal. Based on the steepest decline of the least mean square error (LMS) 

algorithm iterative formula is as follows: 

Corrected biomedical signal, 

 

In the equation, where n is the filter order. We use the second order adaptive filter in this proposed design 

of LMS algorithm. In equation 1, the tap inputs x (i), x (i-1)…... x (i-n+1) from the elements of references 

signal x (i), where n-1 is the number of delay elements.  

Coefficient updating equation, 

 

While adapting the weights, the step size µ has chosen properly so that the algorithm converges. It’s found 

that step size should be within 0 and 2/tap input power. In this proposed design we use step size as 1.  In 

equation 2 the weights update in accordance with the estimation error.  

III.  Proposed Architecture For LMS Algorithm  

In this section, block diagram of our proposed architecture based on LMS algorithm as a noise canceller has 

been represented It has two section one is data bus and other is control bus including internal connection as 

well as two input signal and one output signal respectively. As we considered the input signals were 

primary input and reference input. 

 

 

Fig.2: Block diagram of the system of LMS algorithm. 
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In  Fig.2 Pro_PC block is used to control the output state of the PC (program counter)for execution 

process. The operation of this devices as  the primary input data and reference input data bits are saved in 

the internal register of the Input block. When the PC starts counting the data in the execution process  at 

the same time the Control block starts to control the operation of this device automatically. This control 

unit also performs the educational specification of the proposed LMS algorithm architecture and controls 

all the subroutine of the system. On the other side RAM is the permanent memory of this architecture.The 

arithmetic and logic unit (ALU) performs the all arithmetic and logic operation of the proposed architecture 

and save data temporarily. The Register A, B and C were used to save data for performing the operation of 

ALU and the output block is used to get the output. Rest of  the blocks are connect through the data and 

control bus. In the proposed architecture there is a common bus design to perform the blocks internal 

connection.  

 

 

Fig.3 Block diagram of proposed architecture including control bus. 

 

 

IV.  Synthesis Result 

The simulation result of the LMS algorithm for the proposed architecture contains the block diagram and 

the timing diagram of each block.Fig.4 shown the basic devices of noise canceller for biomedical signal 

processing.  
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Fig.4 Basic device 

 

Fig.5 Block diagram of Pro_PC. 

As in Fig.5 shown the block diagram of Pro_PC  and also in Table .I shows the input-output relationship 

of the Pro_PC block. The output of Pro_PC block goes to the Pro_In input of the PC block. In Fig.7 it 

shows that the output of PC remains unchanged of the corresponding input.   

TABLE. I OUTPUT OF PC ACCORDING TO THE CORRESPONDING OUTPUT OF PRO_PC. 

Input of  

pro pc(main clk) 

Output of 

pro pc/input 

of pc(binary) 

Output of  

pc(binary) 

0 0 0 

1 01 0 

0 01 0 

1 10 0 

0 10 0 

1 11 01 

0 11 01 

1 0 01 

0 0 01 

1 01 01 

0 01 01 

1 10 01 

0 10 01 
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1 11 10 

0 11 10 

So on …. …. 

 

 

Fig.6: Block diagram of PC (Program counter). 

Fig.8 & Fig.9 shows the block diagram of ALU function and its the timing diagram that the execution of the 

multiplication and subtraction of data is done. We have given the data at pins a and b in the block and the 

multiplication results C goes out  in the pin out1 and the subtraction result of data a and c is at the pin 

out2. 

 

 

Fig.7  Timing diagram of the PC. 



Computer Engineering and Intelligent Systems                                                           www.iiste.org 
ISSN 2222-1719 (Paper) ISSN 2222-2863 (Online) 
Vol 3, No.12, 2012 
 

7 

 

Fig.8: Block diagram of ALU. 

 

 

Fig.9 Timing diagram of ALU. 

 

Fig.10 Timing diagram of Register A. 

In the timing diagram as shown in Fig.10, 8 bit data 3D is stored in register A and after some time intervals 

it is read. The operation of register B and C are same as register A. The block diagram of input block, the 

input signals of the algorithm is temporarily saved and transferred to the RAM. 
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The block and timing diagram of RAM as shown in Fig.11& 12, where the resultant data 7 was saved in 

memory location 1 in the RAM and after that the data is shifted from this location 1 to location 2 and some 

instance the data is read from location 2. 

After the synthesis of all the results the control unit perform final execution of process data and got the 

signal A in hexadecimal format and makes a 26 bit control signal as shown in Fig.14.Table.II showed the 

different pin configuration of this proposed design. 

 

Fig.11: Block diagram of RAM. 

 

Fig.12 Timing diagram of RAM. 

 

Fig.13 Block diagram of Control unit. 
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Fig.14 Timing diagram of Control unit. 

TABLE. II CONTROL SIGNAL AND ITS ASSOCIATED PINS TO THE OTHER BLOCK 

Module Name Associated control pins with 

blocks signal 

PC ( Program counter) ena(1) 

ALU ena (2,3,4), aclr (5) 

RAM Ram_clr(6), read(7), shift(8), 

write(9), addr(10,11,12) 

Device_input ena(13), ena1(14), out(15) 

Device_output write(16), out(17) 

Register_A clr_a(18), ena_a(19), 

out_a(20) 

Register_B clr_b(21), ena_b(22), 

out_b(23) 

Register _C clr_c(24), ena_c(25), 

out_c(26) 

 

The proposed model is loaded on XILINX FPGA board. It is implemented upon XILINX SPARTAN 

XC2S150 FPGA board processor. When it was implemented on FPGA board processor, the clock 

frequency of the processor was 100KHz. The proposed model has the same power consumption, signal 

bandwidth and CMOS technology is used on the XC2S150 processor. Synthesis is the process of 

constructing a gate level netlist from a register-transfer level model of a circuit described in Verilog HDL. 

After synthesizing in Xilinx project navigator we got RTL schematic diagram of our proposed design which 

is shown in Fig.15. Fig.4 shows synthesized RTL schematic of the top level of our proposed design. 
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Fig.15  RTL schematics of our proposed design. 

 

V. Conclusion 

The architecture of low-power of LMS algorithm has been presented. Due to the lower bandwidth of 

biomedical signals, this algorithm is feasible. This proposed architecture is very much suitable as noise 

canceller (removal of artifacts) for biomedical signal because it’s use the digital circuit for analyze as evidence of 

above figures. Using Verilog HDL in designing the LMS algorithm, not only the restraints in analogy 

circuit can be relaxed, the quantization noise can also be reduced better than any other design technique. 

After all, the analog biomedical signal can be reconstructed from the digital bit stream of algorithm 

output by simple low pass filter. 
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