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Abstract

In the Web database scenario, the records to naatthighly query-dependent, since they can only be
obtained through online queries. Moreover, theyag a partial and biased portion of all the datshe
source Web databases. Consequently, hand-codiofflioe-learning approaches are not appropriate for
two reasons. First, the full data set is not atdéldbeforehand, and therefore, good representdtte for
training are hard to obtain. Second, and most itapdly, even if good representative data are foamnd
labeled for learning, the rules learned on theaspntatives of a full data set may not work welbgartial
and biased part of that data set.
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1. Introduction

Today, more and more databases that dynamicallgrgesm Web pages in response to user queries are
available on the Web. These Web databases comipeskeép or hidden Web, which is estimated to contai

a much larger amount of high quality, usually stuoed information and to have a faster growth thsn

the static Web. Most Web databases are only addesgia a query interface through which users can
submit queries. Once a query is received, the Vieles will retrieve the corresponding results fréme
back-end database and return them to the user.

To build a system that helps users integrate awde mimportantly, compare the query results returfinech
multiple Web databases, a crucial task is to m#tehdifferent sources’ records that refer to thmesa
real-world entity. The problem of identifying dugdites, that is, two (or more) records describimgshme
entity, has attracted much attention from manyaedefields, including Databases, Data Mining, #aitl
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Intelligence, and Natural Language Processing. Mostious work is based on predefined matchingsrule
hand-coded by domain experts or matching ruleséshoffline by some learning method from a set of
training examples. Such approaches work well iraditional database environment, where all instarde
the target databases can be readily accessedh@adoa set of high-quality representative recaedsbe
examined by experts or selected for the user tel.lab

1.1 Previous Work

Data integration is the problem of combining information from mulégeterogeneous databases. One step
of data integration is relating the primitive olgdhat appear in the different databases spekyfica
determining which sets of identifiers refer to theme real-world entities. A number of recent regear
papers have addressed this problem by exploitinglasities in the textual names used for objects in
different databases. (For example one might susthetttwo objects from different databases named
“USAMA FAYYAD” and “Usama M. Fayyad” " respectivelynight refer to the same person.) Integration
techniques based on textual similarity are espgaisleful for databases found on the Web or obthine
extracting information from text, where descriptivames generally exist but global object identfiare
rare. Previous publications in using textual sintjyafor data integration have considered a nunmdfer
related tasks. Although the terminology is not ctetgly standardized, in this paper we defingty-name
matching as the task of taking two lists of entity namesxfrivo different sources and determining which
pairs of names are co-referene( refer to the same real-world entity). We defenéty-name clustering as

the task of taking a single list of entity namesd assigning entity names to clusters such thatzaties in a
cluster are co-referent. Matching is important frempting to join information across of pair ofatbns
from different databases, and clustering is impdria removing duplicates from a relation that bagn
drawn from the union of many different informatieaurces. Previous work in this area includes work i
distance functions for matching and scalable matghind clustering algorithms. Work iecord linkage is
similar but does not rely as heavily on textualiknties. [1]

Important business decisions; therefore, accurdsych analysis is crucial. However, data receiaethe
data warehouse from external sources usually amirors: spelling mistakes, inconsistent coneasti
etc. Hence, significant amount of time and money sgent ordata cleaning, the task of detecting and
correcting errors in data. The problem of detectmg eliminating duplicated data is one of the majo
problems in the broad area of data cleaning aral glzlity. [2]

Many times, the same logical real world entity ntewe multiple representations in the data warehouse
For example, when Lisa purchases products from i8goé twice, she might be entered as two different
customers due to data entry errors. Such duplicafedmation can significantly increase direct riragl
costs because several customers like Lisa may ftensaltiple catalogs. Moreover, such duplicates can
cause incorrect results in analysis queries (day, fumber of SuperMart customers in Seattle), and
erroneous data mining models to be built. We radethis problem of detecting and eliminating mudip
distinct records representing the same real wontilyeas thefuzzy duplicate elimination problem, which is
sometimes also called merge/purge, dedup, recokadie problems. This problem is different from the
standard duplicate elimination problem, say forvaaring “select distinct” queries, in relational daase
systems which considers two tuples to be duplicétéey match exactly on all attributes. Howewdata
cleaning deals witifuzzy duplicate elimination, which is our focus in this paper. Henceforth, we us
duplicate dimination to mean fuzzy duplicate elimination. [2]

2. Proposed System

2.1 Weighted Component Similarity Summing Classifier

In our algorithm, classifier plays a vital role. thte beginning, it is used to identify some dupkceectors
when there are no positive examples available. Théer iteration begins, it is used again to coafe
with other classifier to identify new duplicate wes. Because no duplicate vectors are availalitially,
classifiers that need class information to trairchsas decision tree, cannot be used. An intuitie¢hod to
identify duplicate vectors is to assume that twaords are duplicates if most of their fields tha ander
consideration are similar. On the other hand,litairesponding fields of the two records are disigir, it
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is unlikely that the two records are duplicates.eValuate the similarity between two records, welgine

the values of each component in the similarity @edbr the two records. Different fields may have
different importance when we decide whether twoords are duplicates. The importance is usually
data-dependent, which, in turn, depends on theyqoneghe Web database scenario.

2.1 Component Weight Assignment

In this classifier, we assign a weight to a comprie indicate the importance of its correspondietyl.
The similarity between two duplicate records shdagdclose to 1. For a duplicate vector that is &xrby

a pair of duplicate records rl and r2, we needdsiga large weights to the components with large
similarity values and small weights to the compdgemnith small similarity values. The similarity ftwo
nonduplicate records should be close to 0. Hermreafnonduplicate vector that is formed by a péir o
nonduplicate records rl and r2, we need to assiwll sveights to the components with large similarit
values and large weights to the components witHlsimailarity values. The component will be assgn

a small weight if it usually has a small similantglue in the duplicate vectors.

2.2 Duplicate I dentification

After we assign a weight for each component, th@idate vector detection is rather intuitive. Tvazords

rl and r2 are duplicates if they are similar, iietheir similarity value is equal to or greatdrah a
similarity threshold. In general, the similarityréshold should be close to 1 to ensure that thetifikel
duplicates are correct. Increasing the value ofilaiity will reduce the number of duplicate vectors
identified while, at the same time, the identifaheplicates will be more precise.

2.3 Similarity Calculation

The similarity calculation quantifies the similgribetween a pair of record fields. As the querwitssto
match are extracted from HTML pages, namely, tiées fwe only consider string similarity. Given aip

of strings a similarity function calculates the #arity score between Sa and Sb, which must be &atvd
and 1. Since the similarity function is orthogotwthe iterative duplicate detection, any kind iofitarity
calculation method can be employed. Domain knowdeolguser preference can also be incorporated into
the similarity function. In particular, the similgrfunction can be learned if training data is itadale.

3. Results

The concept of this paper is implemented and differesults are shown below

Record Matching Query
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3.1 Performance Analysis
The proposed paper is implemented in Java techpaog Pentium-IIl PC with 20 GB hard-disk and 256
MB RAM with apache web server. The propose papeoiscepts shows efficient results and has been
efficiently tested on different Messages.

4. Conclusion

Duplicate detection is an important step in datagration and most state-of-the-art methods arecasn
offline learning techniques, which require trainidgta. In the Web database scenario, where retords
match are greatly query-dependent, a pretrainedoapp is not applicable as the set of records ah ea
query’'s results is a biased subset of the full deg To overcome this problem, we presented an
unsupervised, online approach, UDD, for detectinglidates over the query results of multiple Web
databases. Two classifiers, WCSS and SVM, are usegeratively in the convergence step of record
matching to identify the duplicate pairs from adt@ntial duplicate pairs iteratively.
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