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Abstract

This paper presents a multimodal biometric verifaa system using multiple fingerprint matcherseTh
proposed verification system is based on multiglegdrprint matchers using Spatial Grey Level
Dependence Method and Filterbank-based technigibe. method independently extract fingerprint
texture features to generate matching scores.eThebvidual normalized scores are combined into a
final score by the sum rule and the final scoreeventually used to effect verification of a persamm
genuine or an imposter. The matching scores am inssvo ways: in first case equal weights are grssil

to each matching scores and in second case usecifispveights are used. The proposed verification
system has been tested on fingerprint databas®¥©2602. The experimental results demonstrate tiet t
proposed fusion strategy improves the overall amuof the system by reducing the total error ddttihe
system.

Keywords. - Multimodal biometric System, Fingerprint verditton, SGLDM, Filterbank matching, Score
level fusion, Sum rule.

1. Introduction
In today’s wired information society when our eway life is getting more and more computerized,
automated security systems are getting more ane imgoortance. The key task for an automated segcurit
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system is to verify that the users are in fact Wiey claim to be. Traditionally password and IDdsahave
been used for human verification to restrict actesecure systems such as ATMs, computers andityecu
installations [1]. The drawback with the traditibsgstems is that a password can be guessed attieng
and similarly the ID card can be lost or stolenjsttrendering such methods of human verification
unreliable. To overcome these problems, biometffers an alternative. Biometrics refers to ideyitif a
person based on his or her physiological or behalitaits. Face, fingerprints, hand geometrg, iretina,
signature, voice, facial thermogram, hand veint, ger, odor, keystroke, etc. are some of the bibme
features that are used for human verification aeafification. Most of the biometric systems thes in
use in practical application use a single piecenédrmation for recognition and are as such called
unimodal biometric systems. The unimodal biometiognition systems, however, have to contend with
a variety of problems like non-universality, suddsgfity to spoofing, noise in sensed data, inttass
variations, inter-class similarities. Some limitea$s of the unimodal biometric systems can be iated
by using multimodal system [2]. A biometric syst#mat combines more than one sources of information
for establishing human identity is called a multdabbiometric system. Combining the information <ue
from different biometric sources using an effectiwsion scheme can significantly improve accurajyof
a biometric system.

The information fusion in multibiometrics can 8ene in different ways: fusion at the sensor level,
feature extraction level, matching score level dadision level. Sensor level fusion is rarely uaedusion
at this level requires that the data obtained ftbendifferent biometric sensors must be compatibtdch
is seldom the case. Fusion at the feature extraétieel is not always possible as the feature sstsl by
different biometric modalities may either be ina&gible or incompatible. Fusion at the decision ll&s/&0
rigid as only a limited amount of information isaélable. Fusion at the matching score level istefoze,
preferred due to presence of sufficient informationtent and the ease in accessing and combinitghma
scores [4].

2. Related work

A number of works showing advantages of multimdalametric verification systems have been reported
in literature. Brunelli and Falavigna [2] have pospd personal identification system based on aicoaisd
visual features, where they use a HyperBF netwsrtha best performing fusion module. Duc et al.] [5
proposed a simple averaging technique combining faed speech information. Kittler et al. [6] have
experimented with several fusion techniques usiexe fand voice biometrics, including sum, product,
minimum, median, and maximum rules and they havaedahat the best combination results are obtained
for a simple sum rule. Hong and Jain [7] proposechudtimodal personal identification system which
integrates face and fingerprints that complemeach ether. The fusion algorithm combines the sctnas

the different experts under statistically indepera#ehypothesis. Ben-Yacoub et al. [8] proposed regve
fusion approaches, such as Support Vector Mach{i®eM), tree classifiers and multi-layer perceptrons
combining face and voice biometrics. Pigeon at[®).proposed a multimodal person authentication
approach based on simple fusion algorithms to coentsie results coming from face, and voice biorogtri
Choudhury et al. [10] proposed a multimodal pensmognition using unconstrained audio and videb an
the combination of the two features is performethgisa Bayes net. Jain at el. [11] combine face,
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fingerprint and hand geometry biometrics combinittgem under sum, decision tree and linear
discriminant- based method. The sum rule is regette outperform others. Various other biometric
combinations have been proposed [12, 13, 14] thport that combining more than one biometric
modalities together result in improved performatian using them alone. Jhat et al. [15 ] have gsegd

a unimodal fingerprint biometrics verification s¢§m using texture feature of Energy of a
fingerprint as a biometric trait that gives 70%rBine Accept Rate (GAR) at 1% False Accept Rate
(FAR) for effecting personal verification. To amgnt performance of the said proposed unimodal
fingerprint verification system using a single ntaibgy score, in the present work, a multimodal bitiioe
system based on multiple fingerprint matchers @éppsed. The use of the proposed combination syratteg
combining multiple matchers significantly improvése overall accuracy of the fingerprint based
verification system by reducing the total errates. We have chosen multiple fingerprint matclaesrs
they form a good combination for a multimodal bidrieesystem because the fusion of this combinaition
such systems demonstrates substantial improvemerdgcognition [3, 6]. It is due to the fact thatth
sources are fairly independent [16]. They not @dgress the problem of non-universality, sincetiplel
traits ensure sufficient population coverage bbb alieter spoofing since it would be difficult fon a
imposter to spoof multiple biometric traits of angee user simultaneously. A multimodal biometric
verification system based on multiple fingerprinatohers is, therefore, described in this paper. To
construct the multimodal biometric verification ta/m, we have  combined  two fingerprint matchers
of Spatial Grey Level Dependence Method (SGLDM)][2nhd Filterbank-based [19] for extracting
matching scores.  Such a system has, hithertobeen tried in the reported literature. The resthef
paper is arranged as follows: Section 3 descriiageFprint verification modules. Section 4 presents
normalization of matching scores. Fusion of thenmadized scores is addressed in section 5. Expetahen
results are shown in section 6 and section 7 cdeslthe paper.

3. Verification Modules

Fingerprint is the pattern of ridges and valleys tba tip of a finger and is used for personal
verification of people. Fingerprint based recogmtimethod because of its relatively outstanding
features of universality, permanence, uniquenessjracy and low cost  has made it most popular
and reliable technique. Current fingerprint rectigni techniques can be broadly classified as
Minutiae-based, ridge feature-based, correlatiseta[17] and gradient based [18]. The
minutiae-based methods are widely used in fingetrperification but do not utilize a significant
component of the rich discriminatory informatioradable in the ridge structures of the fingerprints
Further, minutiae-based methods have to content th problem of efficiently matching two
fingerprint images containing different numbersuoiregistered minutiae points. This is the due to
these reasons that present work uses Texture- bagextentation of a fingerprint as the smooth flow
pattern of ridges and valleys in a fingerprint banalso viewed as an oriented texture pattern [17].

Texture has been successfully used in extractiniglem information in medical images such as
ultrasound [20], MRI [21], CT [22], retina [23] ards [24]. Although there is no strict definitiaof
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the image texture, however, being defined as atiium of the spatial variation in pixel intensities
(grey values), is useful in a variety of applicape.g, recognition of image regions using texture
properties [25]. Texture methods can be broadlggmized as: statistical, structural, modal, tramsf
[25, 26]. Teceryan et al [25] and Matreka et al] [@G&sent review of these methods.The two texture
based matchers of Spatial Grey Level DependencedddiSGLDM) and Filterbank-based, that are
used in the present work for personal verifiaatimre summarized as follows:

3.1SGLDM- based Matching
Jhat et al. [15] have used Harlicks spatial gesel dependence matrix (SGLDM) [27] method for
extracting statistical texture features. In SGLDddcond order joint conditional probability density

function,f(i, i d,e) for directions® = 0, 45, 90, 135, 180, 225, 270, and 315 degreestimated.

Each f(i, i d,H) is the probability of going from grey levela grey level j, given that the

inter-sample spacing is d and the direction is ity the anglé. The estimated value for these
probability density functions can thus be writtarthe matrix form:

Ad.6) =1 (]

Scanning of the image in four directions Wizz 0, 45, 90, 135 degrees is sufficient for compumti
these probability distribution function, as the lpability density matrix for the rest of the direxts
can be computed from these four basic directiohss Yields a square matrix of dimension equal to
the number of intensity levels in the image forledistance d and directigh Due to the intensive
nature of computations involved, often only theatises d= 1 and 2 pixels with angle& = 0, 45, 90,
135 degrees are considered as suggested [26].

d,6)] @)

Let (d(d,@) denote transpose of the matrt}(d, 6’) for the intersampling spacing, d, and direction

¢d 0)=g(d 180

¢(d ’45) = ¢j(d 225) (2)
¢ld 90) = ¢/(d 270)

¢ld 135 = ¢/(d 315)

The knowledge of(d 180),¢{(d 229, ¢(d 270),¢{d 315, add nothing to the characterization of

texture. If one chooses to ignore the distincti@iween opposite directions, then symmetric prokgbil
matrices can be employed and then the spatial grewel dependence matrices

S,(d),S,(d), Sy, (d),Siss(d),  can be found from
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5,(t)=3[old 0) ¢l 18] = [l 0)+ ¢ O] ®

Similarly S,.(d)= %[(p(d 45)+ ld 228] = %[qo(d 45)+ ¢ (d 49)]
(4)

S,,(d) and S (d) can be similarly calculated.

Approximately two dozen co-occurrence features banobtained using the above method and the
consideration of the number of distance angle icelatalso will lead to a potentially large numbédr o
dependent features. Jhat et al. [15] have showirtiiba fingerprint texture feature of Energy caovide
useful information for pattern recognition and dsnused for verification. The Energy texture deat

of a fingerprintis  given by Equation 5.

E(S (@)=Y 3150, i)d]

WhereSg(i, j\d) is the (i, j) th element ofSH(d) and N; is the number of grey levels in the image

from which the spatial grey level dependence medrare extracted.

The texture feature of Energy of the fingerprint&culated using algorithm of SGLDM by taking
d=1 [26], for different values of 6, for a fingerprint being a soft texture [17] requsmall values of

d. The results of Energy values for the angle o49),90 and 135 degrees are obtained as shown in
Figure 1 and are used for discrimination of indiats and effecting personal verification. If the
Euclidean distance between two Energy values efygand gallery fingerprint image is less than a
threshold, then the decision that the two imagésnigeto same finger is made, alternately a decision
that they belong to different fingers is made.

Energy values at angle O
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Figure 1. Energy Values for the angles of 0, 45a860 135 degrees.

3.2Filterbank-based Matching

Jain et al. [19] have proposed a fingerprint repméstion scheme that utilizes both global and local
features in a compact fixed length feature vecttled ‘FingerCode’. The proposed scheme makes fise o

www.iiste.org
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the texture features available in a fingerprinttompute the feature vector. In the Filter-basedchiag,
generic representation of oriented texture reliesestracting a core point in the fingerprint whigh
defined as the point of maximum curvature of tligei in a fingerprint. Then a circular region arothe
core point is located and tessellated into secfng. pixel intensities in each sector are normédlitce a
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constant mean and variance and filtered using & bh8 Gabor filters to produce a set of 8 filterethges.
Grayscale variance within a sector quantifies thdeulying ridge structures and is used as a featire
feature vector termed as a FingerCode, is thedle of all the features, computed from all thetses, in
every filtered image. The FingerCode captures d¢icallinformation, and the ordered enumeration ef th
tessellation captures the invariant global relaidps among the local patterns. The matching stamply
computes the Euclidean distance between the twresmonding FingerCode values. Figure 2 depicts
diagrammatic representation of the Filterbank miatghlgorithm as proposed by Jain et al. [19].

Locate the reference point

Template FingerCode

Matching result

Figure 2. Diagrammatic representation of FilterbMatching algorithm.

The first two steps of determining a center pdort the fingerprint image and tessellate the
region around the center point are straightforwate filtering process and obtaining of featuretwecan
be summarized as follows:

3.2.1 Filtering

Let I(x,y) denote the gray value at pixék,y) in an Mx N fingerprintimage and let M; and V;,
the estimated mean and variance of seS{orespectively, andN;(x,y), the normalized gray-level value
at pixel (x,y). For all the pixels in sect®y, the normalized image is defined as:

[ Mo+ \/—V"X(I(X"y,?_Mi)z) JifI(xy) > M;

Ni (X' Y) = (6)

Vo x(I(xy)-M;) )

M —
(0] Vi

,otherwise

Where M, andV, are the desired mean and variance values, regglycfi he values of botiM, and
V, have been set to 100.
An even symmetric Gabor filter has the followinghgeal form in the spatial domain:

XIZ

G(x,y;f,0) = exp {1 [87 + g;]}COS(ZTIfX’) @)
X’ y’

2
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x'= xsin® + ycos 6 (8)
y'= xcosO —ysin 6 9)

Where f is the frequency of the sinusoidal plan@evalong the directio® from the x-axis, ané,s and
8, are the space constants of the Gaussian envellopg xand yaxes, respectively. Let H indicate the
enhanced image. Convolving H with eight Gabor ffidten the spatial domain would be a computationally
intensive operation. To speed up this operatiorctirevolution is performed in the frequency doméaiet
F(H) denote the discrete Fourier transform of H &(Gg) indicate the discrete Fourier transform of the
Gabor filter having the spatial orientatién Then the Gabor filter imagd&,, may be obtained as,

Vo= F~* [F(H)F(Go)] (10)
Where F~! is the inverse Fourier transform. Eight filteiethges are obtained in this way.

3.2.2 Feature vector

The standard deviation within the sectors, in itierfbank algorithm,, define the feature vector.
Let Cig (x,y) be the component image correspondin@tir sectorS;. For [i ,i=0,1.................. AT
(as total of 48 sectors frorf, to S,; are defined in six concentric bands around timérakpoint) and
0 e[ 0° 45, 9¢, 135 ( as a fingerprint image is decomposed into foamponents images corresponding
to four different values od as mentioned). A feature is standard deviatignvhich is defined as :

Fig = \/; (Co(X, ¥) = M,p)?

(11)

Where K is the number of pixels in; 8nd Mg is the mean of the pixel values iRy@,y) in sectorS;. The
average absolute deviations of each sector in eftie eight filtered image define the componeritthe
feature vector called FingerCode. Fingerprint miatghis then based on finding the Euclidean distance
between the corresponding FingerCodes.

4. Normalization.

Normalization involves transforming the raw scooéslifferent modalities to a common domain using
a mapping function. In our case, both the matcliogres are distance scores, yet they have different
numerical range. To transform these numericallyimpatible matching scores into a common domain
prior to fusion, normalization is needed. Comparitifferent normalization techniques on different
multimodal biometric systems, Ribaric at el. [28hclude that no single normalization technique qremnt
best for all systems. We have, therefore, usedmar-technique. This technique is not only simplé bu
best suited for the case where maximum and minimalues of the scores produced by the matcher are
known. Besides, minimum and maximum scores caredmly shifted to O and 1 respectively. The
matching scores are normalized using min-max teglnas follows.

Let G represent the gallery templates, Q repretemtquery samples, anEqu represent the

match score of the particular query ‘g'(g with gallery template ‘g’, 5. Then SqG represents the

vector of scores obtained when a query ‘g’ is madctagainst the entire gallery G. In min-max
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normalization, the minimum and the maximum of thé®re vector are used to obtain the normalization
score S'qg as per Equation12. The normalized score lie inmdimge 0-1.
_ S~ mln(SqG)
ag :
maxS,c - min(S,G)

(12)

5. Fuson.

The matching scores, next to feature vectors, euipumatchers contain the richest information [4]
about the input pattern. Further, it is relativelysy to access and combine the scores generatéte by
different matchers. Consequently, integration dbrmation at the matching score level is the most
common approach in the multimodal biometric systeffise proposed method, therefore, fuses the
individual match scores of the fingerprint and theed score is used for verification. There areesv
classifiers for the fusion and analysis of sevetassifier rules is given in [6, 11]. It is suggsstthat the
weighted sum rule is more effective and outperforatier fusion strategies based on empirical

N
= Z:V\/,SI Where S is the normalized
i1

observations [29]. The weighted sum rule is defias® g,

matching score provided by thi” trait and W, is the weight assigned to thi" trait. The identity of a

person is verified ifS /7,Where/7 is the matching threshold. The weighting of thetahig

>
fusion

scores has been done in the following ways:
5.1 Weighing Matching Scores Equally

In the first experiment, equal weightage is givemvto matching scores of a fingerprint and a new

2
score is obtained. Then the final matching sc®gg,, ZZ—S is compared against a certain

1
i=1
threshold value to make a decision for a persongogenuine or an imposter. The Figure 3a shows the
improved matching performance when equal weightegegiven to both matching scores of the
fingerprint.

5.2 Weighing Matching Scores Unequally

When biometric trait of a user cannot be relialiygudred, the user will experience high false reject
rate. This can result when the biometric trait Imees unreadable due to dirty or worn down dry fisgér
such a situation, the false error rate can be exland accuracy improved if different matching esaare
weighted differently for increasing the influencé ane or the other matching score as per degree of
importance for different userdVeights indicate the importance of individual bidrite matchers in a
multibiometric system and, therefore, the set ofghvis are determined for a specific user such tinat
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total error rates corresponding to that user caminénized.User specific weights are estimated [29] from
the training data as follows:

1. Forthei™ user in the database, vary weighté;, and W, over the range [ 0,1], with
the condition W,; +W,; =1

2. Compute S4o, =W,; S +W,;S,

3. Choose that set of weights that minimizes the tetadr rate associated with the scores. The total
error rate is sum of the false accept and falsztreptes.

The user specific weight procedure utilizes theogisams of both the genuine and imposter score and
computing user-specific thresholds using imposteres have been shown not to improve performar@e [3
very much. In the second experiment, with a comthwashold, therefore, we assign different weights
to matching scores to minimize false accept ratt false reject rate associated with an individua a
improve further the matching performance. The imptb matching performance when user specific
weights are used, is shown in Figure 3b.

6. Experimental Results

The suggested method has been tested on fingedatiabases of FVC2002 DB1 and DB2 [31]. Both
the databases contain images of 110 different fangéth 8 impressions for each finger yielding tatof
880 fingerprints in each database. The databaassbben divided into two sets: A and B. Set A
contains the fingerprint images from the first 1fd@gers as evaluation set and Set B contains the
remaining 10 fingers as a training set. Aboutih@drprint images were eliminated from the datalzsse
Filter-based matcher rejected the images eithergbef poor quality or failing to locate the cent&€he
False Accept Rate (FAR) and False Reject Rate (FBRhe suggested method were evaluated by using
the protocols of FVC2002 [32]. Each fingerprint iregsion in the subset A is matched against the
remaining impressions of the same finger to comgateuine distribution. The total genuine attempts i
(8x7)/2x90 = 2520. For Imposter distribution, tlirstffingerprint impression of each finger in sub&ds
matched against the first impression of the remgirfingers. The total imposter attempts is (90X89)/
4005. The normalized genuine and imposter distvbutnatching scores for DB1 and DB2 are shown in
Figures 4(a) and (b) respectively.

For the multiple matcher combination, we randosgjected each of the genuine and imposter

scores for the training and remaining each haltHertest. This process has been repeated 5 tomged 5
different training sets and 5 corresponding indelean test sets. For authentication, we randomlgcsed
four impressions of each fingerprint and enrollégnm as templates into the system database. The
remaining 90 x 4 = 360 fingerprints images in edakabase were used as input fingerprints to test th
performance of our proposed method. The matchingescof the two classifiers are then summed and the
final matching score is compared against a cettagshold value to recognize the person as geraria@
imposter. The FAR and FFR rates with different shi@d values were obtained based on 90 x 360 =8240
matches in each database.
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False Accept Rate False Regject Rate
FAR (%) FRR (%)
SGLDM Filter SGLDM +Filter
1 19.8 15.3 4.9
A 34.5 26.0 13.8
.01 39.4 32.1 17.3
Table 1. False Reject Rates ( FRR) with differerities of False accept rates (FAR) when matching
scores are equally weighted.
False Accept Rate False Regject Rate
FAR (%) FRR (%)
SGLDM Filter SGLDM +Filter
1 18.2 14.5 3.8
A 33.2 24.9 12.7
.01 37.8 30.9 15.5

Table 2. False Reject Rates ( FRR) with differeaitigs of False accept rates (FAR) when matchingesco
are unequally weighted.
To demonstrate the effectiveness of the proposdtadetables showing FAR and FRR are drawn in Table
1 and Table 2. Besides, ROC curves between FARGHRI have also been plotted in Figure 3a and Figure
3b. It is evident from the ROC curves that perfonoeagain obtained for the proposed fusion system
matchers. As shown in the
Figures 3a and 3b, the integration of matchers modmthe performance of the proposed multimodal
verification system over the unimodal fingerprinatecher as proposed in [15] by giving Genuine Accept

Rate ( GAR ) of 95.1% and 96.2% respectively as&&lccept Rate ( FAR ) of 1%.

is higher as compared to the performance obtafoedwo individual

7. Concluson

A biometric verification system using a single fmgrint texture matcher is less accurate for
effecting personal verification. To enhance thefgremance of such a unimodal verification system, a
multimodal biometric verification system using niplé fingerprint matchers is proposed. The proposed
verification system use Spatial Grey Level Deperdadethod (SGLDM) and Filterbank-based matching
technique to independently extract fingerprint tegt features to generate matching scores. These
individual normalized scores are combined intonalfscore by the sum rule. The matching scoresised
in two ways, in first case equal weights are assigto each matching scores and in second case user
specific weights are used. The final fused scerevientually used to conclude a person as genuiag o
imposter. The proposed verification system has kested on fingerprint database of FVC2002. The
experimental results demonstrate that the prophssdn strategy improves the overall accuracy ef afi

the unimodal biometric verification ~ system byueihg the total error rate of the system.
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Figure 3. ROC curves showing performance improveraen combination of matchers over individual
matchers when matching scores are (a) weightedlggopweighted unequally.

------- Genuine Imposter
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()
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g o
o
Threshold Threshold
(@ (b)
Figure 4. Genuine and Imposter distributions fri¥&1, (b) DB2.
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