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Abstract

Preeclampsia is categorized by the World Health Organization as one of the leading causes of high morbidity

and mortality in infant and mothers around the world. It accounts for between 3% to 5% of all pregnancy related

complications reported worldwide. This condition is much higher among women aged between 30 and 40 years

in developing nations especially those in the sub-Saharan region, where the figures range between 5.6% to 6.5%

of all reported pregnancies. Preeclampsia is a condition normally detected in the third trimester of pregnancy that

is characterized by high risk factors such as sudden High Blood Pressure, High levels of protein in Urine,

Chronic kidney disease and Type 1 or 2 diabetes. If preeclampsia is not detected early, it can advance to

eclampsia or result to maternal and fetal death. This study sought to identify the optimal features as predictors to

enable early detection of preeclampsia through a systematic review of relevant literature. The predictors under

consideration were; Maternal age, Occupation, Education, ANC Attendance, BMI, Blood Pressure, Medical

History, Urine dipstick, Gravida, Ethnicity, Gestation weeks as identified from literature.
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1.0 Introduction

The Sustainable Development Goals (SDG) has prioritized universal healthcare as one of the core pillars of any

developed and developing country in the world (Marmot & Bell, 2018; Morton et al., 2017). The Millennium

Development Goals (MDG) which is a precursor of the SDG, advocated for reduced child mortality and

improved maternal health by 2015 (Ibrahim et al., 2019). However, developing nations especially in the sub

Saharan region are at a constant risk of high maternal and child mortality rates. Some of the challenges stem

from socio-economic to socio-demographic challenges (Vandemoortele, 2018).

As the developed world continues to meet their targets, the developing countries continue to struggle in

achieving the set goals (Leal Filho et al., 2019). As the countries continue to stray “off track”, the mother and

child healthcare also continues to face more challenges (D’Alessandro & Zulu, 2017). Some of the challenges

pregnant mothers experience related to health include; gestational diabetes mellitus, hypertension, preeclampsia,

caesarean birth, and post-delivery weight retention (Gayatri Devi Ramalingam, 2021). Other challenges such as

access to antenatal healthcare facilities, malnutrition, access to healthcare information, socio-economic and

demographic obstacles are some of the many issues affecting pregnant women (World Health Organization.

Regional Office for Europe, 2022).

Big data and artificial intelligence technologies have played a big role in the development of machine

learning algorithms that predict in the healthcare domain (Bhardwaj et al., 2017). The adoption of machine

learning in research and other procedures has assisted immensely in accurate diagnosis and decision-making

process (Sidey-Gibbons & Sidey-Gibbons, 2019). The use of machine learning has improved the accuracy of

outcomes by identifying patterns, classifying them and providing the best probable outcomes (J. H. Chen & Asch,

2017).

Such independent tools could deliver distinct predictions with a confident degree of assurance based on

information that can be collected about the subject, so that researchers and clinicians may be supported by these

predictions in order to take better and more effective decisions (Wiens & Shenoy, 2018). Machine learning is

being utilized in a variety of medical fields such as cancer diagnosis, drug discovery, personalize treatment,

disease prediction and robot surgery (Davenport & Kalakota, 2019).

Data mining is instrumental in extracting useful maternal healthcare information from large sets of data

(Shastri & Mansotra, 2019). The use of data mining is particular of use in both structured and unstructured data

to discover data patterns that would have been using manual methods. It is through this procedure that maternal

healthcare metadata can be interpreted and useful knowledge to predict pregnancy related conditions. To
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correctly and correctly extract and analyze maternal health data for ideal prediction outcomes, the maternal

health data characteristics or features need to be tested for their relevance and importance as suitable

independent variables.

Feature selection involves the preprocessing of data in machine learning to identify suitable predictors that

can relate with the dependent variable to build an appropriate model to avoid overfitting (Li et al., 2018). This

guarantees that appropriate fields are carefully chosen and improves on the precision and performance of the

machine learning predictive result. Feature selection ensures complexity reduction in the dataset, improves the

learning efficiency and increase predictive power by noise reduction (Remeseiro & Bolon-Canedo, 2019).

The adoption of feature selection in maternal healthcare data will extract and use the most appropriate

socio-demographic feature that will be able to predict preeclampsia. There four types of feature selection

methods; Filter method are more focused on the data generalization hence computationally effective in feature

selection modeling. Wrapper method use a learning method that evaluates all candidates in a dataset which

computationally costly but offers better performance. Embedded method which use the strength of both filter and

wrapper methods to offer less computational expense and improving predictive strength of the method(C.-W.

Chen et al., 2020).

2.0 Methods and materials

The quantitative research conducted relied on reviewed journal articles to establish independent (Socio-

demographic features) and intervening variables (maternal risk factors) to the dependent variable (Preeclampsia).

To establish a comparative analysis of the intervening and independent variables to the dependent variable of the

study (Bilge et al., 2020).

Carreño & Qiu. conducted a study using imperialist competitive algorithm (ICA) for dimension reduction

and sample progression discovery (SPD) algorithm for clustering in the use of machine learning in predicting

preeclampsia. The outcome showed appropriate feature selection of variables improved the prediction rate from

85% to 93%. The features selected include; maternal age, education level, occupation, previous medication

conditions (Carreño & Qiu, 2020).

Tahir et al. in their study adopted Particle Swarm Optimization (PSO) algorithm to reduce the features from

17 to 7 attributes. The reduction greatly improved the accuracy of the deep learning model from 95.12% to

95.68% in predicting preeclampsia model. Which led to faster execution time by reducing the dataset size. The

reduced features are as follows; Age of the mother, access to ANC facility, occupation, education, preexisting

conditions, and residence (Tahir et al., 2018).

Irfan et al. used correlation-based feature selection (CBFS) and C5.0 algorithms in pregnancy risk

monitoring by selecting the appropriate variables for their machine learning model. The CFS is a proven feature

selection method that offers satisfactory results in medical diagnosis. C5.0 algorithm produced better accuracy

with less memory consumption. The features used; maternal age, gestation age, previous pregnancy

complications, hypertension, number of previous pregnancies, gap between pregnancies, and access to Ante

Natal Care (Irfan et al., 2021).

Kurniawan et al. used correlation-based feature selection (CBFS) algorithm to reduce the features from 8 to

4 in predicting a new born baby’s health. The outcome of the test showed an increase in Precision, recall, and

accuracy in the Naïve Bayes classification when implemented CBFS. The accuracy after preprocessing was 67%

an increase of 2% before preprocessing in predicting preeclampsia. The features selected were; blood pressure,

number of babies delivered previously, congenital diseases before pregnancy and problems during pregnancy

(Kurniawan et al., 2020).

Kumar et al. conducted a study on exposure of polycyclic aromatic hydrocarbons on pregnant women

through inhalation and diet consumed. The study investigated the association of maternal socio-demography and

blood polycyclic aromatic hydrocarbons on low birth weight. A total of One hundred and seventy-five pregnant

women from Dibrugarh, Assam in India. The features extracted were; maternal age, occupation, residence,

education, Body Mass Index (BMI) etc. The model was build using SVM light and Waikato Environment for

Knowledge Analysis (Weka). Multiple Logistic regression depicted improved probability of low birth weight

due blood PAH. The model predicted LBW offspring with 84.35% sensitivity and 74% specificity. Occupation,

BMI, nutritional habits were better predictors and offered the best machine learning precision (Kumar et al.,

2020).

Desyani et al. conducted an experimental research using python to implement a feature selection and

classification of caesarian section prediction which was extracted from the University of California, Irvine data

repository. The classification algorithm used was Naïve Bayes. Feature selection methods are Sequential

Forward Selection (SFS), Sequential Backward Selection (SBS), Sequential Forward Floating Selection (SFFS),

Sequential Forward Floating Selection (SBFS), Sequential Backward Floating Selection (SBFS), and

selectKBest. The Heart Problem feature in the dataset offered better predictor in the study. Naïve Bayes with

SelectKBest feature selection technique offered better performance and accurate predictions on C-section
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(Desyani et al., 2020).

Pavlova et al. did a study on anxiety level determinant among males in military conflict threat experience in

Ukraine using socio-demographic features. A questionnaire was administered consisting of socio-demographic

data, military service information and quality of life. The framework consisted of five phases; data selection,

data preprocessing, number of clusters and their interpretation, classifier learning and validation for optimal

accuracy and lastly trained model for prediction of test data. Quality of life was the best feature used in the

model, as it accurately predicted the anxiety level in young military males in threat experiences during active or

inactive duties (Pavlova et al., 2020).

Singh et al. in their research worked on a software-based liver disease prediction model using feature

selection and various classification algorithms such as Logistic regression, Random Forests, Naïve Bayes, J48

etc. Some of the attributes extracted include; age, gender, total proteins albumin and Globulin ratio etc. and used

as features during the training and test modeling phase. Data selection, feature selection, pre-processing and

transformation, classifier implementation, performance evaluation, disease precision and software development

were implemented on the data collected from University of California, Irvine using WEKA tool with 10-fold

cross validation. Logistic regression performed best with highest accuracy and execution time compared to other

classifiers (Singh et al., 2020).

Khan et al. in their research study used supervised machine learning algorithms in predicting childhood

anemia in Bangladesh using a retrospective cross-sectional study with a sample size of 2013 children under the

age of five. Data was extracted from the Bangladesh Demographic and Health survey for fitting predictors based

on maternal and paternal variables. Some of the independent variables considered for the study for both parents;

age, education, anemia family history, place of residence, wealth index, and child size at birth etc. Random

Forests offered the best performance, accuracy in predicting anemia in Bangladesh with socio-demographic

features and health characteristics being important features (Khan et al., 2019).

M. S. Bin Alam et al., used ensemble bagging classification to predict birth mode i.e. caesarean section or

normal delivery with the aim of finding hidden patterns. A cross sectional study was used in the creation of the

dataset collected from the Bangladesh Demographic and Health survey that collected 4493 samples. The target

population was women who had children in the last five years of between 15 to 49 years of age. Data cleaning

and feature selection was applied to the collected data which were used on the test and training. Commonly used

algorithms such Naïve Bayes (NB), logistic regression, k-nearest neighbor (KNN), support vector machine

(SVM) and Decision Tree (DT) used for prediction. Using bagging ensemble classifiers which is a novel

technique against socio-demographic factors improved birth mode prediction and offered precautionary plan for

Bangladesh pregnant women (M. S. Bin Alam et al., 2021).

Espinosa et al., used machine learning and feature selection in predicting various pregnancy related

complications. The dataset was collected was subjected to feature engineering in extracting the best and optimal

socio-demographic predictors. The maternal health challenges used in the study included; preeclampsia,

prematurity, and stillbirth. Their approach was based on modeling data maternal health data against socio-

demographic factors such as maternal age, medical complications, access to ANC facilities, previous pregnancy

complications, educational status, income availability etc. The outcome of their study showed that women in

low- and middle-income areas are more vulnerable to facing pregnancy complications based on socio-

demographic factors. The features used in the dataset on the machine learning model gave accurate outcomes

and better performance (Espinosa et al., 2021).

Prediction of future progression of type 2 diabetes was conducted by M. S. Islam et al. whereby they used

feature selection to optimal variables as predictors for type 2 diabetes study. The study used risk factors as part

of the independent variables in developing a machine learning prediction model. The target population were

5,158 participants of Mexican American and non-Hispanic whites between 25-64 years of age. Glucose and

insulin index were used as part of the predictors in addition to age, nutrition type, diabetes family history, and

other clinical importance features. The model had a accuracy of 95.94%, sensitivity of 100% and specificity of

91.5% which outperformed previous models (M. S. Islam et al., 2020).

Previous studies from the review of relevant literature have focused on a single risk factor against clinical

factors. The previous studies have not focused deeply on socio-demographics as an integral factor in maternal

health. This has limited the accuracy and performance of the prediction models in the past studies leading to late

detection of maternal health conditions such as preeclampsia. This paper proposes a model that will use a

combination of preexisting preeclampsia risk factors and socio-demographic features to enhance the model

accuracy and performance in predicting preeclampsia in the early onset stage of the second trimester of the

pregnancy.

3.0 Findings

Maternal and Child Health continues to be an important pillar in any developed or developing country.

Challenges related to maternal health such as preeclampsia, continues to be a major concern in relation to
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maternal health challenges around the globe. If preeclampsia is not detected early enough, it progresses to

eclampsia, premature births, organ damages, preterm birth, and placental abruptions.

Correlation-based feature selection which is a filter-based method, ensures that all the selected variables are

relevant and optimal for building the prediction model. Correlation-based feature selection compares between

the available variables and selects those that are in correlation. Correlation-based feature selection ensures that

the relevant and suitable variables are selected and the those that irrelevant are ignored. This will reduce the

curse of dimensionality, improve on the precision of the classification model and prevent overfitting challenges

due to inappropriate variables.
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