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ABSTRACT 

Predicting academic outcomes is complex and influenced by factors like socioeconomic background, motivation, 
and learning style. Machine Learning (ML) algorithms have become increasingly important due to their ability to 
analyze large data volumes and identify prediction patterns. Results show ML’s success in predicting academic 
performance, though effectiveness varies by dataset, algorithm choice, and training features. There is no 
consensus on the most effective ML method for predicting student performance with broad applicability. Among 
the five algorithms evaluated in this study, the Random Forest Classifier emerged as the best model, achieving 
the highest G-Mean and accuracy of 0.9243 and 85.42% respectively. This model's performance emphasizes the 
importance of balanced sensitivity and specificity in predicting student academic performance. The empirical 
review highlights several challenges, including a lack of standardization in performance metrics, limited model 
generalizability, and potential bias in training data. It also notes the impact of individual and environmental 
factors on academic performance, emphasizing the role of instructors and policymakers in improving educational 
outcomes. The study provides insights into current trends in using ML algorithms for academic predictions, 
identifying conceptual, methodological, analytical, and ethical gaps. These gaps affect the validity and reliability 
of research, underscoring the need to address them for informed decision-making and improved learning 
outcomes. 
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1 Introduction 

The use of machine learning (ML) algorithms in academia has gained significant attention in recent years due to 
the increasing availability of educational data and advancements in ML techniques (Yagcı, 2022). Using ML 
algorithms to predict students’ academic performance can give valuable insights to educators, allowing them to 
identify at-risk students who may need additional support, modify instructional techniques, boost learning 
outcomes, tailor teaching approaches to specific students’ requirements, and increase student retention rates 
(Adnan et al., 2021). This procedure promotes the growth of the educational system at higher institutions 
because educators and policymakers can intervene early to prevent students from falling behind and increase 
their chances of success (Pinkus, 2008). Applying ML algorithms to predict student academic achievement can 
dramatically enhance educational results and give valuable insights into the aspects contributing to academic 
success (Alyahyan and Du¨¸steg¨or, 2020). Therefore, it is critical to carefully assess these algorithms’ possible 
benefits and limitations and ensure they are appropriately utilized. Mechanisms, such as the type of ML 
algorithm employed, the variables analyzed, and the assessment metrics used to determine prediction accuracy, 
were included as part of our investigation criteria. Applying ML algorithms in education can transform how we 
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approach teaching and learning with a qualitative or quantitative analysis, or a mix of the two, offering an overall 
assessment of the condition of the results (Zhai, 2021). The potential benefits of using ML algorithms to predict 
academic performance extend beyond individual students and can positively impact society (Waheed et al., 
2020). By improving education outcomes, individuals are better equipped to contribute to the workforce and 
society, leading to economic growth and social development (Chan, 2016). A vast majority of the work in 
educational data analysis has been devoted to developing machine learning models capable of accurately 
predicting students’ performance in specific contexts. However, the existing body of literature often overlooks 
the crucial aspect of evaluating models for their ability to transcend beyond their original training settings and 
demonstrate robust generalizability across diverse student populations and learning environments. This oversight 
raises concerns about the potential biases introduced by relying solely on ‘best-performing’ models and 
neglecting the search for models that exhibit superior generalization capabilities. Consequently, a pressing need 
emerges to address this research gap by identifying and investigating the optimal machine learning model that 
can be a predictive tool for assessing students’ performance. This pursuit emphasizes ensuring that the identified 
model achieves accurate predictions and avoids any inherent bias stemming from feature selection, thereby 
ensuring its applicability and effectiveness across various educational contexts. This study contributes to 
advancing educational data analysis practices by addressing these challenges and encouraging a paradigm shift 
towards holistic and unbiased model evaluation and selection. 
 
With the increased availability of data from numerous sources, including learning management systems, online 
platforms, and student records, ML algorithms can give significant insights into student behavior, performance, 
and learning patterns (Yu et al., 2020). A thorough examination of the literature on ML algorithms for forecasting 
students’ academic achievement may offer a complete knowledge of the various ML approaches employed, the 
parameters examined, and prediction accuracy (Rastrollo- et al., 2020). Institutions can profit from properly 
anticipating student performance by concentrating on students who are more likely to perform poorly and 
helping them improve their performance (Batool et al., 2023). ML algorithms used to predict students’ academic 
achievement can give significant insights to academics, instructors, and educational policymakers (Waheed et al., 
2020; Alyahyan and Du¨¸steg¨or, 2020). ML algorithms may effectively predict students’ academic achievement 
by analyzing different academic and non-academic criteria such as previous grades, attendance records, socio-
economic background, and student behavior (Batool et al., 2023).  

A growing interest has been in using ML algorithms to predict students’ academic performance and several 
studies have explored the use of ML in this area, with promising results. Several schools of thought regarding 
using ML to predict academic performance have emerged. One school of thought focuses on using traditional 
statistical methods, such as regression analysis and logistic regression. These methods assume a linear 
relationship between the predictor and outcome variables. For example, studies by Yaacob et al. (2019) and 
Waheed et al. (2020) used logistic regression while El Aissaoui et al. (2020) and Ibrahim and Rusli (2007) used 
linear regression to predict students’ academic performance. Another school of thought revolves around using 
decision trees and random forests. Decision trees are hierarchical models that predict the outcome variable 
through binary decisions. On the other hand, random forests are an ensemble learning approach combining 
numerous decision trees. Vijayalakshmi and Venkatachalapathy (2019), Altabrawee et al. (2019) and Zhang et al. 
(2022) for example, employed decision trees and random forest to predict students’ academic performance. A 
third school of thought focuses on using neural networks (Baashar et al., 2022; Liu et al., 2022), which are 
computational models inspired by the structure and function of the human brain to predict students’ academic 
performance. Neural networks are beneficial when dealing with complex, non-linear relationships between 
variables. Hybrid approaches also combine multiple ML methods to improve prediction accuracy. For instance, a 
study by Francis and Babu (2019) used a hybrid approach that combined logistic regression, decision trees, and 
neural networks to predict academic performance based on students’ demographic information, prior academic 
performance, and study habits. Each approach has its strengths and weaknesses, and the choice of method 
depends on the research question and the nature of the data. 

Numerous factors can impact a student’s academic performance, including individual factors, such as motivation 
and self-regulation, and environmental factors, such as socio-economic status and school resources (de la Fuente 
et al., 2021). Motivation is one of the most significant factors impacting students’ academic performance. 
Research has shown that students who are intrinsically motivated to learn, meaning that they are motivated by 
their interest and enjoyment of the material, are more likely to perform well academically (Ryan and Deci, 
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2000). On the other hand, extrinsically motivated students, meaning that they are motivated by external rewards 
such as grades or praise, may be less likely to perform well if these rewards are not provided (Kusurkar et al., 
2013). Another individual factor that can impact academic performance is self-regulation, which refers to the 
ability to manage one’s learning and behaviors (Morrison et al., 2010). Students who can effectively regulate 
their learning by setting goals, monitoring their progress, and seeking help when needed are likelier to perform 
well academically (Feeney et al., 2023). Environmental factors can also have a significant impact on academic 
performance (Asvio et al., 2022). For example, students from lower socio-economic backgrounds may have less 
access to resources such as high-quality schools, educational materials, and extracurricular activities, which can 
negatively impact their academic performance (Onyancha et al., 2015). Additionally, students who attend schools 
with fewer resources, such as low-income schools, may be less likely to have access to experienced teachers or 
advanced coursework, which can also impact academic performance (Borman and Dowling, 2010). Family 
support and involvement in education can also have an impact on student performance. Research has shown that 
students whose families are involved in their education, such as providing support and encouragement, attending 
parent-teacher conferences, and monitoring homework, are likelier to perform well academically (Epstein and 
Sheldon, 2002).  To improve student learning concentration and collaboration in response to the COVID-19 
pandemic, Nyarko et al., (2023) utilize Discrete Choice Experiment to investigate university instructors’ 
preferences for current teaching strategies. 

Acknowledging the potential limitations of an empirical literature review of ML algorithms in predicting 
students’ academic performance is essential. These limitations may include publication bias where there is a 
possibility that the review will favor studies reporting positive results since studies reporting negative findings 
may be less likely to be published. The heterogeneity of studies (different features considered) is another 
drawback since various ML techniques, factors considered, and evaluation metrics may differ among the studies 
included in the review, making it challenging to compare findings. Lastly, the generalizability of findings is also 
a major limitation since there is a possibility that the findings from the review may not be generalizable to other 
educational contexts or populations. As a result, it is important to check the overall performance of the various 
ML models used in predicting students’ academic performance taking into consideration its generalizability to 
other educational contexts and the features used. 

The remainder of the paper is organized as follows: Section 2 provides an empirical review of some ML models 
utilized for the prediction of students’ academic performance. Section 3 discusses a practical application of five 
ML models utilized for the prediction of students’ academic performance. Section 4 presents some research gaps 
in the literature worth investigating. Section 5 concludes the research and provides recommendations for further 
work. 

2 Empirical Literature Review 

Many studies have underscored the need for ML algorithms in academia. According to Alzubi et al. (2018), data 
analysis using ML algorithms can uncover hidden relationships and patterns in complex data sets that may be 
hard to detect by traditional statistical methods. Researchers can therefore develop more accurate prediction 
models for various applications, such as predicting disease outcomes or climate change impacts. Also, ML 
algorithms allow data-driven decisions to be made. They can assist researchers in making better decisions by 
recommending experimental designs, optimizing experimental designs, and determining which variables or 
features will be most useful (Singh et al., 2016). Furthermore, the applications of ML algorithms span a wide 
range of academic disciplines, including healthcare, economics, social sciences, environmental sciences, and 
computer science Sharma and Juneja (2017); Shailaja et al. (2018). This makes them highly relevant and 
applicable to academia because they can provide valuable insights and solutions to complex problems. The 
research work of Alsariera et al. (2022) reviewed the most recent ML algorithms and factors used to predict 
student academic success. The authors examined 39 research from 2015 to 2021 and discovered that academic 
characteristics, internal evaluations, demographics, and family/personal attributes all had a substantial impact on 
student performance prediction. According to the findings of the study, the most efficient predictor of student 
academic performance was found to be the KNN classifier, followed by the DT approach. To accurately forecast 
student academic success, however, a full understanding of the elements and qualities that drive student 
accomplishment is required. According to the authors, there is still a substantial opportunity for improvement in 
the design of measurement instruments used in instructional performance evaluation. For increased accuracy, 
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new input variables and a larger dataset are required to overcome the methodological and analytical gap. To 
explore the environment-dependent characteristics not addressed in the present research, data should be collected 
from diverse institutions. For a more efficient categorization approach, the authors also suggested refining the 
selection of features based on their relationship.  

Ya˘gcı (2022) introduces a novel ML model to predict undergraduate students’ final test marks based on their 
midterm exam grades. The performance of six distinct algorithms, including RF, ANN, SVM, LR, NB, and 
KNN, were examined and compared. The study focused on two main themes: predicting academic success based 
on prior attainment grades and comparing ML algorithm performance indicators. The suggested model 
(educational data mining) attained a classification accuracy of 70-75% utilizing only three parameters: midterm 
exam marks, department data, and faculty data. The survey indicates that students’ midterm test marks are a 
significant predictor of their final exam grades, and the algorithms utilized in the study predicted final exam 
grades with a high accuracy rate. The findings of the study were compared to previous research that predicted 
academic performance using various demographic and socio-economic characteristics. Future studies could 
investigate integrating new input variables and ML methods in their modelling approach, according to the 
authors. The author advocates for the use of data mining techniques to analyze students’ learning behaviors, 
detect issues, enhance the educational environment, and make data-driven decisions. 

Ouatik et al. (2022) used personal and academic data, as well as artificial intelligence and data mining methods 
such as KNN, C4.5, and SVM, to forecast students’ academic performance. However, when the number of 
students, specializations, learning approaches, and data sources increased, Big Data technology was used to 
distribute processing and shorten execution time. The Sequential minimal optimization (SMO) and SVM 
algorithms were discovered to be the most efficient, with the highest classification rate (87.32%) and the shortest 
execution time. The most important factors in predicting student accomplishment, according to the study, were 
academic evaluation, economic position, parent educational level, distance from home, student interest, mental 
problem, and number of accesses to the virtual classroom. The findings show that in forecasting academic 
performance, artificial intelligence and data mining can be valuable tools when combined with Big Data 
technologies to process enormous amounts of data efficiently. The research only adjudged SMO and SVM as the 
models with high classification rates without its generalizability to other educational contexts. 

Obsie and Adem (2018) conducted research at Hawassa University’s Faculty of Computer Science on predicting 
undergraduate students’ academic performance using ANN, LR, and SVR. 134 students who graduated between 
2015 and 2017, with 52 (38.81%), 39 (29.10%), and 43 (32.09%) completing the last semester of each year made 
up the dataset. The study revealed that the ANN time prediction was 0.9763, SVR was 0.9805, and LR was 
0.9805 after organizing the data in a Microsoft Excel sheet. The best accurate prediction time for neural 
networks was 0.78 seconds, 0.03 seconds for SVR, and 0.05 seconds for LR. The ANN approach produced the 
least accurate prediction result for all cases. The tests produced reliable results that may be used to forecast 
graduation CGPA. SVR and LR approaches, in particular, outperformed ANN in predicting the final Cumulative 
Grade Point Average (CGPA). The researchers advocated for the use of SVR and LR approaches to forecast final 
CGPA8, and the models may also be utilized to create a Student Performance Prediction System (SPPS) in an 
institution. The study conducted by Zhang et al. (2022) utilized transcript data and tree-based ML algorithms to 
forecast the academic performance of students in their undergraduate program. The courses in the program were 
divided into six groups, and the average GPAs of each category were used as important inputs for the prediction. 
Three tree-based ML models, namely, DT, Gradient Boosting Decision Tree (GBDT), and RF, were used for the 
analysis. The RF model was found to have the capability of identifying over 80% of students who were at risk of 
low academic performance by the end of the second semester. This is a significant finding because targeted 
interventions could be implemented promptly to enhance the quality of teaching and learning in the department. 
Furthermore, the importance of features and the DT structure were analyzed to obtain valuable information for 
both students and teachers. 

In the study of Alshdaifat et al. (2022), the authors utilized the Mutual Information algorithm in conjunction with 
five different ML models that employ both classification and regression classifiers. The objective was to predict 
the academic performance of students. The five models used were Gaussian Naive Bayes, SVM, RF, KNN, and 
LR. The results showed that the SVM model had the highest prediction accuracy of 81.67%, followed by RF, 
KNN, LR, and Gaussian Naive Bayes with accuracy scores of 78.33%, 75.00%, 74.17%, and 50.83% 



Computer Engineering and Intelligent Systems                                                                                                                                 www.iiste.org 

ISSN 2222-1719 (Paper) ISSN 2222-2863 (Online) 

Vol.15, No.1, 2024 

 

90 
 

respectively. Additionally, the study found that the top three predictors of academic performance were the 
frequency of visits to online resources, the number of times the students raised their hands, and the number of 
days absent from class. The analysis of the study suggested that a strong correlation exists between academic 
performance and the students’ behavior and attitude. However, the study was limited by the small sample size of 
the dataset leading to a methodological gap, which made it difficult to establish significant relationships within 
the data. A larger dataset could have led to greater prediction accuracy and provided a larger sample space for 
training and testing the models. The use of SVM in generalizing to other educational contexts has not been 
explored presenting a conceptual gap due to lack of attention to historical or cultural differences. In 
Vijayalakshmi and Venkatachalapathy (2019), a student performance prediction system was proposed, and 
different ML algorithms such as DT-C5.0, Naïve Bayes, RF, SVM, KNN, and ANN with respective accuracies of 
69%, 73%, 79%, 69%, 75% and 84% were applied in R Programming and tested with Kaggle dataset. The 
results showed that the ANN algorithm with 84% accuracy rate outperformed the other algorithms. Moreover, 
the study only suggested that ANN algorithm is the best model to predict students’ academic performance, 
whereas empirical literature presents conflicting results on which ML model is best in generalizing to other 
education population or contexts. 

Waheed et al. (2020) evaluated the efficacy of a deep learning model for early prediction of student performance 
and prompt intervention by institutions to adopt remedial measures for student assistance and coaching. The 
study discovered that demographic and topographical factors had a considerable effect on educational outcomes. 
For predicting at-risk students, the deep learning model obtained remarkable accuracy levels, with a sensitivity 
of 69%, precision of 93%, and total accuracy of 88%. The sensitivity for predicting early withdrawals was 86%, 
the precision was 96%, and the total accuracy was 93%. Similarly, in discriminating between ‘distinction’ and 
‘fail’ occurrences, the model attained a sensitivity of 74%, precision of 81%, and total accuracy of 85%. The 
study, however, encountered a class imbalance problem in ‘distinction’ situations, which was a restriction. A host 
of models, including Fuzzy C-means (FCM), Multi-Layer Perceptron (MLP), LR and RF were evaluated by Baig 
et al. (2023). After preprocessing the dataset, clusters were generated using the FCM approach. Following that, 
the preprocessed data was categorized using several classification methods such as MLP, LR, and RF. To 
increase precision, the FCM approach was coupled with each classification algorithm. When compared to typical 
ML algorithms such as KNN, SVM, and deep neural networks (DNN), the findings revealed that the 
combination of FCM with MLP and FCM with LR produced the greatest accuracies. FCM-MLP and FCM-LR 
combinations attained accuracies of 95.833% and 88.333%, respectively. The accuracy of the FCM-RF 
combination was also 95.833%. The study found that combining FCM with MLP and FCM with RF produced 
the best accurate predictions of student performance while silent on the model’s generalizability to other 
academic domains and best features to use in prediction. 

Kour et al. (2021) employed a variety of ML methods to predict student performance, including LR, DT, KNN, 
ANN, and SVR. Educational institutions may utilize this data to detect disadvantaged students, minimize 
dropout rates, and obtain optimal results. When the results of these algorithms were compared, it was shown that 
LR performed the best in forecasting student performance, with a mean absolute error (MAE) of 0.803 using a 
10-fold cross-validation test mode. The ANN, on the other hand, was determined to be the least efficient method, 
with an MAE of 1.183 utilizing the percentage split test scenario. Additionally, the study found that the grades 
gained in the second semester were the most useful feature for forecasting student achievement, while the 
number of failures was the least relevant. To address the methodological gap in future research on student 
performance, the authors suggested using big data sets, alternative filters in pre-processing in the WEKA 
explorer software, and ensemble ML techniques by modifying attribute values. 

The research work of Chui et al. (2020) offers a new method, the conditional generative adversarial network 
based deep SVM (ICGAN-DSVM), to predict student performance in supportive learning settings such as school 
and family tutoring. The approach uses deep learning architecture to address the issue of limited sample size in 
academic datasets by expanding data volume; accounting for methodological gap and improving prediction 
accuracy. For 10-fold cross-validation, the specificity, sensitivity, and area under the receiver operating 
characteristic curve (AUC) of ICGAN-DSVM were 0.968, 0.971, and 0.954, respectively. Integrating both 
school and family tutoring into the prediction model enhances performance even further. In terms of 
performance metrics, the suggested ICGAN-DSVM surpasses related works by 8-29%. There is also a 
comparison between standard conditional generative adversarial networks (CGAN) and kernel design using 
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heuristic-based multiple kernel learning (MKL). The study indicates the importance of ICGAN and DSVM in 
predicting student performance, as well as the superiority of ICGAN-DSVM over comparable works. Even 
though the authors accounted for the methodological gap, the study only introduced a new ML algorithm for 
predicting students’ academic performance without testing the best model that can generalize to other academic 
jurisdictions presenting a conceptual gap. 

One study by Altabrawee et al. (2019) employed four different ML algorithms, namely FF-ANN, NB, DT and 
LR, to aid in identifying students (belonging to archaeology and sociology departments) who have poor 
academic performance in Al-Muthanna University. The study used sample survey data collected from students 
and students’ previous grades with 160 student records and twenty (20) attributes. A three folds cross-validation 
method was used; one-fold for the test set and the other two for the training set. The model comparison showed 
that the FF-ANN model achieved the highest ROC performance index and prediction accuracy of 80.07% and 
77.04%, respectively. Moreover, the DT model proved that the most significant predictors of student academic 
performance are conducive educational environment, accommodation, grade in a computer course, computer 
studies interest and residency. The small sample considered introduces both a methodological and analytical gap. 
Moreover, the research was silent on the best model that can be used to improve student learning outcomes and 
objectives, presenting a conceptual gap. 

To determine significant factors that affect students’ academic performance in a secondary school setting, 
Beckham et al. (2023) resorted to using three ML techniques, including Multi-Layer Perceptron (MLP), DT, and 
RF. The dataset was extracted from Kaggle and consisted of 395 students with 33 features, including age, family 
support, parental status, interest in further education, internet access, father’s occupation, past failures, etc. First, 
a correlation analysis was conducted to identify the weight of each factor affecting student academic 
performance. The study observed that student performance is highly skewed toward past failures, age, mother 
education, and interest in further education. MLP has been judged the best model with an RMSE of 4.32, 
followed by RF and DT with respective RMSEs of 4.52 and 5.69. Since data from only two Portuguese schools 
in the mathematics subject were used for the data analysis, the authors recommended using vast amounts of data 
from around the world to overcome methodological and analytical gaps. 

The academic performance of students in a university setting was conducted by Ahmed et al. (2021) using four 
ML algorithms (LR, NB, SVM and GBDT). Particularly, the core of the research was to predict the exam score 
of students at an earlier date so that measures can be taken to help students at risk of failing. The dataset 
consisted of 450 university students and 20 features including age, college, department, sex, extra work, 
midsemester grade, etc. Respective accuracies of 82.6%, 86.2%, 88.80% and 89.1% were observed for LR, NB, 
SVM and GBDT ML models which implies that GBDT is a better predictor of academic performance. There was 
no statement of ethical consideration in the study leading to the ethical gap which is of high priority to 
researchers. In predicting student academic performance at the end of a semester, Hasan et al. (2020) employed 
supervised data classification models such as RF and CN2 Rule Inducer algorithm. The researchers made room 
for ethical approval from respondents by means of informed consent before data collection to take care of ethical 
gap. 772 samples of students record with 12 features from one academic year were used. RF outperformed the 
other ML algorithm, CN2 Rule Inducer algorithm (87.4%) in predicting successful students with a prediction 
accuracy of 88.3%. Features with greater importance were extracted using PCA (with 95.5% variance) and 
genetic algorithm. In general, it was observed that categorical attributes performed better than continuous 
attributes. The authors only suggested predicting students’ performance on a weekly basis to make room to cater 
for the needs of underperforming students but were silent on the model’s generalizability to different disciplines. 

2.1 Table of ML Models with their accuracy, precision and recall 

Table 1 summarizes some ML algorithms used in the prediction of students’ academic performance. 
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Table 1: ML algorithms with their references, dataset, accuracy, precision and recall 

Algorithm Type References Dataset Accuracy Precision Recall 

DT Non-Linear Ahmed et al. (2021) 450 university students 89.1% 89.6% 99.3% 

  Bernacki et al. (2020) 337 undergraduate students 63.2% 47.6% 75.3% 

  Altabrawee et al. (2019) 161 university student records 76.9% 77.9% 77.8% 

  Francis and Babu (2019) Student data 66.0% 34.5% 55.6% 

  Adnan et al. (2021) OULAD 91.8% 92.0% 91.8% 

RF Non-linear Sixhaxa et al. (2022) Educational dataset from kaggle 78.3% 75.3% 77.9% 

  Ya˘gcı (2022) 1854 students of Turkey 74.6% 75.2% 74.6% 

  Adnan et al. (2021) OULAD 92.0% 92.2% 92.0% 

  Sixhaxa et al. (2022) xAPI-Edu data from Kaggle 78.3% 77.9% 75.3% 

SVM Non-linear Ahmed et al. (2021) 450 university students 88.8% 88.9% 99.3% 

  Sixhaxa et al. (2022) Educational dataset from kaggle 81.7% 81.4% 83.7% 

  Ya˘gcı (2022) 1854 students of Turkey 73.5% 73.5% 73.5% 

  Adnan et al. (2021) OULAD 81.6% 90.3% 80.8% 

  Francis and Babu (2019) Student data 64.2% 32.8% 55.6% 

  Sixhaxa et al. (2022) xAPI-Edu data from Kaggle 81.7% 83.7% 81.4% 

LR Linear Ahmed et al. (2021) 450 university students 82.6% 90.7% 89.8% 

  Sixhaxa et al. (2022) Educational dataset from kaggle 74.2% 74.6% 75.4% 

  Ya˘gcı (2022) 1854 students of Turkey 71.7% 70.0% 71.7% 

  Bernacki et al. (2020) 337 undergraduate students 67.4% 57.1% 75.3% 

  Altabrawee et al. (2019) 161 university student records 74.5% 78.9% 71.9% 

  Sixhaxa et al. (2022) xAPI-Edu data from Kaggle 74.2% 75.4% 74.6% 

NB Linear Ahmed et al. (2021) 450 university students 86.2% 94.5% 94.5% 

  Sixhaxa et al. (2022) Educational dataset from kaggle 50.8% 60.6% 59.1% 

  Ya˘gcı (2022) 1854 students of Turkey 71.3% 70.6% 71.3% 

  Bernacki et al. (2020) 337 undergraduate students 65.0% 53.1% 74.2% 

  Altabrawee et al. (2019) 161 university student records 66.5% 67.3% 64.3% 

  Francis and Babu (2019) Student data 52.8% 27.1% 63.9% 

  Sixhaxa et al. (2022) xAPI-Edu data from Kaggle 50.8% 59.1% 60.6% 

ANN Non-linear Ya˘gcı (2022) 1854 students of Turkey 74.6% 74.8% 74.6% 

  Altabrawee et al. (2019) 161 university student records 77.0% 79.2% 77.9% 

  Francis and Babu (2019) Student data 64.2% 34.3% 63.9% 

KNN Non-Linear Sixhaxa et al. (2022) Educational dataset from kaggle 75.0% 75.8% 77.6% 

  Ya˘gcı (2022) 1854 students of Turkey 69.9% 69.1% 69.9% 

  Adnan et al. (2021) OULAD 89.7% 89.9% 89.7% 

  Sixhaxa et al. (2022) xAPI-Edu data from Kaggle 75.0% 77.6% 75.9% 
DT: Decision Tree; RF: Random Forest; SVM: Support Vector Machine, LR: Logistic Regression; NB: Naïve 

Bayes; ANN: Artificial Neural Networks; KNN: K-Nearest Neighbor; OULAD: Open University Learning 
Analytics Dataset. 

 
 

3 Practical Application 

This section provides a statistical analysis of student academic performance using the xAPI-Edu-Data from 
Kaggle.  
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3.1 Data and Methods 

The data consists of 480 observations each containing 16 features with a common target (class) with three 
categories. The data is freely available at Kaggle and can be assessed through the repository at 
https://www.kaggle.com/search?q=xAPI-Edu+.  The description of the data is given in Table 2: 

Table 2: Description of Extract of the Student’s Academic Performance Dataset 

Attribute Description Unit Data Type 

Gender 1 = Male, 0= Female 1,0 Nominal 

Class 1: Lower Level 1,2,3 Nominal 

 2: Middle School   

 3: High School   

Section ID 0: Class A 0,1,2 Nominal 

 1: Class B   

 2: Class C   

Semester 0: First Semester 0,1 Nominal 

 1: Second Semester   

Responsible for student 0: Father 0,1 Nominal 

 1: Mum   

Parent Answering Survey 0: No 0,1 Nominal 

 1: Yes   

Parent School Satisfaction 0: No 0,1 Nominal 

 1: Yes   

Student Absence Days 0: Under 7 0,1 Nominal 

 1: Above 7   

Raised hand Number of times student raise hands 0-100 Numeric 

Visited resources Number of times student visits a course content 0-100 Numeric 

Viewing announcements Number of times student checks announcement 0-100 Numeric 

Discussion groups Number of times student participated in discussions 0-100 Numeric 

 

Before employing the various machine learning algorithms to the data, the data was split into training 
(80%=384) and testing (20%=96). The train data was used to develop the ML models while the test data was 
used to assess the model’s performance. A standard scaler was adopted as a technique to scale the features to 
make all the features have equal contributions to the result of the study. We also conducted extensive 
hyperparameter tuning for the algorithms under consideration. For example, for the K-Nearest Neighbors (KNN) 
classifier, error rates across various k values (from 1 to 40) were evaluated to identify the optimal number of 
neighbors for the model. We first initialize an array to store error rates, then iterates through each  value, 
creating and training a KNN classifier for each iteration. Predictions were made on the test data, and the error 
rates were calculated and stored. The error rates were then plotted against the corresponding  values to visually 
determine the  value that minimizes the error rate for the KNN classifier by balancing model accuracy and 
performance. Various ML algorithms considered in this research included Logistic Regression, Random Forest 
Classifier, Support Vector Classifier, Decision Tree Classifier and K Nearest Neighbor Classifier. We relied on 
evaluation metrics such as recall, specificity, precision, F1 score, accuracy and AUC scores to determine the 
optimal models. 
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3.2 Descriptive Statistics 

 

Figure 1: Number and Percentage of Students in Each Class 

The pie chart in Figure 1 illustrates the distribution of students across three educational levels: Middle School 
(M), Lower Level (L), and High School (H). Middle School has the highest number of students, with 211 
students, making up 44.0% of the total student population. High School follows with 142 students, representing 
29.6%, while Lower School has 127 students, accounting for 26.5%. 

 

 

Figure 2: Number of Students in Each Class by Gender 

Figure 2 depicts the distribution of students across different school classes (Middle, Lower, and High) 
categorized by gender. Middle School (M) has the highest number of students, with 135 males and 76 females. 
Lower School (L) follows, with 103 males and significantly fewer females at 24. High School (H) has a more 
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balanced distribution, with 67 males and 75 females. The chart clearly indicates a higher male student population 
across all classes, particularly pronounced in Lower School. Each bar is annotated with the exact count of 
students, providing a clear and immediate understanding of the gender distribution within each class category. 

3.3 Analysis of the ML Algorithms-Hyperparameter Tunings 

Using grid search cross validation with five (5) folds, the optimal hyperparameters for the various ML 
algorithms were derived as follows. For the random forest, fitting 5 folds for each of 120 candidates, with a total 
of 600 fits yielded the best validation score of 78.91%. The optimal hyperparameters chosen were 
n_estimators=80, max_depth=10, min_samples_leaf=1, min_samples_split=2. For the KNN classifier, even 
though k=1 was the nearest neighbor with the least error rate we did not chose 1 as it is so sensitive to just rely 
on 1 neighbor. We chose the next  with the least error which was . For the Decision Tree Classifier, 
fitting 5 folds for each of 90 candidates, with a total of 450 fits yielded the best validation score of 70.84%. The 
optimal hyperparameters chosen were 'criterion': 'gini', 'max_depth': 8, 'min_samples_leaf': 2, 
'min_samples_split': 5. For the Logistic regression, a maximum iteration of 100 was considered and a moderate 
regularization strength of 1 was chosen to find a balance between fitting the training data well and maintaining 
good generalization to unseen data. Lastly, the SVC employed the radial basis function (RBF) as its kernel. The 
plots of the choice of the number of estimators in the Random Forest model and the number of nearest neighbors 
is depicted in Figure 3. 

 

(a) Error Rates versus Number of Estimators of Random Forest Model 

 

(b) Error Rates versus K Values of KNN Classifier 

Figure 3: Plots of optimal number of estimators and nearest neighbors. 
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3.4 Machine Learning Models Performance Evaluations 

Table 3: Weighted Averages of ML Model Comparison Results for Testing Data 

Models Precision Sensitivity Specificity F1-Score G-Mean Accuracy (%) 

RF 0.8337 0.8542 1.0000 0.8534 0.9243 85.42 

KNN 0.8172 0.8125 1.0000 0.8106 0.9014 81.25 

DT 0.8386 0.8333 1.0000 0.8326 0.9129 83.83 

Logistic 0.8135 0.8125 1.0000 0.8103 0.9014 81.25 

SVM (RBF) 0.8268 0.8229 1.0000 0.8226 0.9071 82.29 

Table 3 presents the performance metrics of five different machine learning algorithms—Logistic Regression, 
Random Forest Classifier (RF), Support Vector Machine (SVM) with RBF kernel, Decision Tree Classifier (DT), 
and K-Nearest Neighbor Classifier (KNN)—in predicting students' academic performance. Among these models, 

the Random Forest Classifier demonstrates the highest G-Mean value of 0.9243, indicating it provides a 
balanced performance between sensitivity and specificity, making it the best model in this context. It also shows 
the highest accuracy at 85.42%, the highest F1-score at 0.8534, and competitive precision and sensitivity. The 

Decision Tree Classifier follows with a G-Mean of 0.9129 and an accuracy of 83.83%, indicating robust 
performance as well. SVM with RBF kernel follows with a G-Mean of 0.9071. The Logistic and KNN models 

exhibit the same G-Mean, sensitivity and accuracy values of 0.9014, 0.8125 and 81.25% respectively but 
Logistic Regression lags slightly in precision. Overall, while all models maintain high specificity, the Random 
Forest Classifier stands out as the best performer based on the G-Mean metric, highlighting its effectiveness in 

accurately predicting academic performance with a balanced approach. 

Figure 4: Feature Importance plot of the Random Forest Model 
The feature importance plot from the Random Forest model in Figure 4 gives the relative significance of the first 
five most important features in predicting students’ academic performance. From Figure 4, it can be observed 
that the most important feature for predicting students’ academic performance is the number of times a student 
visited a course content, with an importance score of approximately 0.16, indicating it has the highest impact on 
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the model's predictions. This is followed by the " times the student raises his/her hand in the classroom" feature 
with an importance score of approximately 0.12. Other significant features include "Announcements View," 
which represents the number of times a student checks new announcements, "Under-7" which is a category of 
the variable “student absent days”, and "Discussion," with descending importance scores. These scores suggest 
that the number of resources visited, and the number of hands raised are crucial factors for the model while 
discussions and announcements also play notable roles, albeit to a lesser extent. It is worth noting that all the 
quantitative predictors form part of the most important features of students’ academic performance. 

4 Research Gaps 

There is currently no consensus on which ML model is most effective in predicting students' academic 
performance, even though ML models have the potential to provide valuable insights into students’ performance. 
This lack of clarity can be attributed in part to the fact that student academic performance is influenced by 
several factors, such as socioeconomic status, cultural background, teaching styles, and individual learning 
differences. To train ML models, large and diverse datasets are required, and obtaining these datasets can be 
challenging. Despite these challenges, many researchers continue to investigate ML potential in education. 
Models have been developed that predict academic performance based on features like student behavior, 
engagement, demographics and the like but there is no consensus on the most effective features for prediction. 

Ouatik et al. (2022) indicated that SVM algorithm is the most efficient ML model to predict students’ 
performance, with the highest classification rate (87.32%) and the shortest execution time among other ML 
algorithms such as KNN and C4.5. However, according to Hasan et al. (2020), RF compared to CN2 Rule 
Inducer algorithm was more accurate in predicting student’s academic performance with a prediction accuracy of 
88.3%. Ahmed et al. (2021) noted that DT was a better predictor of students’ academic performance with a 
prediction accuracy of 89.1% compared to LR (82.6%), NB (86.2%) and SVM (88.8%). Vijayalakshmi and 
Venkatachalapathy (2019) indicated that DNN algorithm with 84% accuracy rate outperformed other ML 
algorithms such as DT-C5.0 (69%), Na¨ıve Bayes (73%), RF 79%, SVM (69%) and KNN (75%) when a student 
performance prediction system was modelled. In Alshdaifat et al. (2022), Mutual Information algorithm in 
conjunction with five different ML models that employ both classification and regression classifiers showed that 
SVM had the highest prediction accuracy of 81.67%, followed by RF, KNN, LR, and Gaussian Naive Bayes with 
respective accuracy scores of 78.33%, 75.00%, 74.17%, and 50.83%. In Aman et al. (2019), LR achieved the 
highest prediction accuracy of 83.8% when used as an ML algorithm for students’ academic performance relative 
to RF and J48 with respective accuracy scores of 83.3% and 79.4%. 

A significant number of literature focuses on different features as predictors of students’ academic performance 
in ML. Sixhaxa et al. (2022) predicted students’ academic performance with ML approach using 16 features (4 
quantitative and 12 qualitative) including demographic (gender, country of origin and place of birth), academic 
(grade level, educational stages, semester, etc.) and behavioral (days absent from school, group discussion, raised 
hands, viewing announcements, etc.) from students dataset extracted from Kaggle. However, Ahmed et al. 
(2021) predicted students’ performance using 20 features of which 6 of them were numerical (age, site number, 
family size, number of repetition years, mid school degree and rate of internet usage) and 14 nominal features 
including department affiliated to, sex, home address, father’s job, mother’s job, college affiliation etc. On the 
contrary, in Ya˘gcı (2022), 1854 students who took Turkish Language-I exam in the 2019–2020 fall semester 
were selected to be included in the dataset used for assessing students’ performance. The features used for 
prediction consisted of midterm and final exam grades, Faculty and Department of the students studied. Cruz-
Jesus et al. (2020) made use of features such as age, number of years enrolled in high school, access to internet, 
scholarship, class size, economic level, number of courses offered to predict students’ academic performance in a 
ML setting. In another research by Hoffait and Schyns (2017), with the usage of a ML algorithm to predict 
students of low risk of passing, features such as gender, country of origin, prior schooling, math scholarships 
were used. Features such as location of school, school type, school size, gender, socio-economic status, parental 
pressure, parent educational status were employed by Rebai et al. (2020) to identify the key features that impact 
student academic performance using a ML algorithm. Nevertheless, Bernacki et al. (2020) made use of log 
records in the management system to predict undergraduate student achievement. 

It is evident from previous studies and this present study that different ML models employed give different 
prediction accuracies of student’s academic performance. Also, the different ML models employed use different 
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features in the prediction of students’ academic performance. Several studies have investigated using ML models 
to create personalized learning experiences and to provide targeted interventions for struggling students. Even 
though no clear model has been developed to predict students’ performance, the quality of data, interpretability, 
generalizability and feature selection of the ML models employed in predicting students' academic performance 
should be of high priority to researchers. The availability of quality data plays a crucial role in the success of the 
ML algorithm. Therefore, data cleaning and preprocessing techniques are essential to ensure that the input data is 
accurate and reliable. While ML models are effective in predicting student academic performance, they are often 
difficult to interpret. Having an in-depth knowledge of how the model arrived at its predictions is critical in 
developing core objectives. Also, selecting the right set of features that have the most significant impact on 
student academic performance is critical in developing effective ML models. However, determining which 
features to include in the model can be challenging. While ML models for predicting academic performance have 
not yet given us a clear alternative, this does not necessarily indicate that ML algorithms are worthless in 
predicting student academic performance. Instead, it highlights the need for continued research and development 
to improve the accuracy and reliability of ML models in predicting students’ academic performance with 
improved learning outcomes while generalizing to different populations and other learning environments. 

5 Conclusions and Recommendations 

The burgeoning utilization of machine learning (ML) algorithms in predicting students’ academic performance 
marks a pivotal shift in the educational landscape. As delineated in this study’s empirical literature review, a 
diverse array of ML techniques—including decision trees, random forest, support vector machine, logistic 
regression, Naive Bayes, KNN, and ANN—has been effectively employed to forecast academic success. These 
algorithms consider a variety of critical factors, such as demographic characteristics, prior academic 
achievements, study habits, and socio-economic status, to provide a better understanding of student performance. 
The capability of ML algorithms to not only accurately predict academic outcomes but also identify students 
who are at risk and in need of additional support is particularly noteworthy. This advancement holds great 
promise for revolutionizing educational strategies and interventions. However, the journey to fully integrating 
ML in education is not without its challenges and limitations. A primary concern is the need for high-quality, 
relevant data, which can be a significant hurdle in certain contexts. The quality of data directly impacts the 
effectiveness of ML predictions, necessitating a robust data collection and management infrastructure within 
educational institutions. Another critical issue is the potential bias inherent in ML algorithms. If the data used to 
train these models is biased, the resulting predictions will be skewed, leading to inaccurate and potentially unfair 
outcomes. This necessitates a concerted effort from policymakers and educators to establish rigorous standards 
and guidelines that ensure the fairness and accuracy of ML applications. Regular audits and assessments of these 
algorithms are essential to identify and rectify any biases. Moreover, the integration of ML into educational 
systems requires careful consideration. Policymakers must navigate the complex interplay of technology, 
pedagogy, and student welfare to create an ecosystem where ML tools are used ethically and effectively. This 
involves not only leveraging technology to enhance learning outcomes but also ensuring that the human aspect 
of education is not overshadowed. 

The practical analysis of student academic performance using the xAPI-Edu-Data from Kaggle has demonstrated 
that machine learning algorithms can effectively predict academic outcomes. Among the five algorithms 
evaluated, the Random Forest Classifier emerged as the best model, achieving the highest G-Mean and accuracy 
of 0.9243 and 85.42% respectively. This model's performance emphasizes the importance of balanced sensitivity 
and specificity in predicting academic performance. The feature importance analysis highlighted that students' 
engagement with course content, as measured by the number of resources visited, is a crucial determinant of 
their academic success. These findings suggest that educational institutions can leverage such predictive models 
to identify and support at-risk students, thereby enhancing overall academic achievement. The research identifies 
significant gaps in existing literature, encompassing conceptual, methodological, analytical, and ethical aspects. 
These gaps can profoundly affect the validity, reliability, and overall impact of research in this field. Addressing 
these issues is crucial for ensuring that the research not only contributes to academic discourse but also translates 
into practical strategies that can significantly improve student learning outcomes. Additionally, numerous factors 
influencing a student’s academic performance have been recognized, ranging from individual aspects like 
motivation and self-regulation to environmental elements like socio-economic status and school resources. 
Understanding and addressing these multifaceted factors is key to improving educational outcomes. Educators 
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and policymakers are thus encouraged to adopt a holistic approach that considers the diverse needs and 
backgrounds of students, fostering an educational environment that promotes academic success for all. While 
ML algorithms offer transformative potential in predicting and enhancing student academic performance, the 
path forward involves addressing critical challenges related to data quality, algorithmic bias, and the integration 
of technology within educational frameworks. By doing so, educators and policymakers can harness the power 
of ML to not only predict academic outcomes but also to create more equitable and effective educational 
systems. 
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