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Abstract

A time series has a long memory, in this case tleeaitocorrelation at long lags. If a time sedéplay long
memory, they show significant autocorrelation bewebservations widely separated in time. R-sofwes
been used to analyze long memory of daily tempezateries of Sokoto metropolis. The Modified Resdal
Range (R/S) statistic, the Periodogram and the dggjed Variance Methods are used to detect longomyem
property of the series. Application of these temiggests that the daily average temperature sshiews
evidence of long memory.
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1. Introduction

Research on long memory and fractionally integragemtesses has continued at an accelerating rate #ie
initial publication of the work of [8], [9] and [10which parameterized the processes of [11] o tseries with
hyperbolically decaying autocorrelations [2].

Long memory models address the degree of persesianhie data. In their review of long memory mad¢r]
defined a series as long memory based on a sloadyining autocorrelation structure, “Such autoclatien
structure suggests that the process must dependybtrupon values of time series far away fromghst” [4].

The long memory or long term dependence propersgritees the high-order correlation structure oéaes. If

a series exhibits long memory, there is a perdiséanporal dependence even between distant obsBrsaSuch
series is characterized by distinct but non-peciadiclical patterns. The presence of long memonyadyics
causes nonlinear dependence in the first momenthefdistribution and hence a potentially predictabl
component in the series dynamics. Fractionallygraged processes can give rise to long memory [1].

Sokoto metropolis is in the dry Sahel, surroundgddndy Savannah and isolated hills located irettieeme
northwest of Nigeria at Latitude 482 N and Longitude 3515 E. Sokoto as a whole is a very hot area. The
warmest months are February to April when the dagtiemperature is rising. The raining season im flane to
October during which showers are a daily occurreRoem late October to February, during the colssa, the
climate dominated by the Hamattan wind blowing Sahara dust the land. The dust dims the sunlight thereby
lowering temperatures significantly and also legdimthe inconvenience of dust everywhere in hauses

The objective of this paper is to analyze the dailgrage temperature record of the Sokoto metr®poti the
period 1989 to 2009 to exploit the extent of loagge correlations in the time series using a hattestatistical
techniques which have proven useful in revealirggling memory structures of a time series. The okgihe
paper is organized as follows: Section 2 contamswline of the basic methods with long memory atyics.
Section 3 gives the estimation and discussionseofésults. Section 4 contains the conclusions.
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2. MATERIAL AND METHODS
LONG MEMORY PROCESSES

A stationary stochastic proce{syt} is called a long memory process if there exista number H and a finite
constant C such that the autocorrelation fungpi@hhas the following rate of decay:

p(k)0 C22

ast—oo

The parameter H, Hurst Exponent, display the lomgniory property of the time series. A long memoryeti
series is said fractionally integrated, where tlaetfonal degree of integration d is related togheameter H as
follows:

d=H-1/2

The Hurst exponent takes values from 0 to ¥£¢0 < 1). If H = 0.5, the series is a random walk. lIreadom
walk there is no correlation between any elemet arfuture element. If 0.5 < H < 1, the series datks

persistent behavior or long memory. If there isramease from time stefy_; to t; there will be probably be an

increase fromt; to t,; On the other hand, the same is true for decre@seecrease will tend to follow a
decrease. If 0 < H < 0.5, the series is calledgansistent. In this case, an increase will tendedollowed by a
decrease or a decrease will be followed by an &sme This behavior is sometimes called mean rerersi
Brownian walks can be generated from a defined tHexponent. If the Hurst exponent is 0.5 < H <Hg t
random walk will be a long memory process. The tgeées like this is sometimes referred to as ifvael
Brownian motion.

2.1 The Modified Rescaled Range (R/S) Method
The first test for long memory was used by the biglyist [11] for the design of an optimal reserviar the
Nile river, of where flow regimes were persistetirst gave the following formula:

(R/'9, = ct "

(R/ S)" is the rescaled range statistic measured ovenaitidex n, c is a constant and H the Hurst exponen
This show how the R/S statistic is scaling in timike aim of the R/S statistic is to estimate thestaxponent
which can characterize a series. Estimation of Hexgonent can be done by transforming (1) to:

Log(R/ 9, = log ¥+ Hog( i )

H can be estimated as the slope of log/log ploRé®(, vs. n.

For a time seriesX} t = 1,..., N,the R/S statistic can be defined as the rangewiutative deviations from the
mean of the series, rescaled by the standard devidh the R/S sense, long memory or long termeddpnce

may be described as extended periods of similaratiieehavior that are of unequal duration [12]thMfi these

periods, however, dependence need not exist.

2.2 Periodogram Method

In the frequency domain, analysis of time seriesésely the analysis of a stationarity by meangso§pectral
representation. From the modification of Herglotiteorem first by [3] followed by [5] and [13]. The
Periodogram is given by

N 2
I (A) =Dy 3)
j=0
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Where A is the frequency, N is the length of the timeeeandy, is the actual time series. To estimate H, one

has to calculate the periodogram. Sid(,‘\p(ﬁ) is an estimator of the spectral density, a sexiés long range

dependence should have periodogram which is priopaitto |/1|1_2H close to the origin. Then regression of the

logarithm of the periodogram on the logarithm of frequencyA should give a coefficient of 1-2H. The slope
of the fitted line is the estimate of 1-2H.

2.3 Aggregated Variance Method

The long range dependence stationary time seri¢ength N with finite variance is characterized dgample
mean variance of order’N?[6]. This suggests the following method of estimatiFor an integer m between 2
and N/2, divide the series into blocks of lengtlamd compute the sample average over each kth block

_ km
XM=y > X, k=1,2,..[N/m]

t=(k-1)m+1

For each m, compute the sample varianceﬁﬁm) across the block
[N/

2 (m)
S. = ([N/ni D 2 Z( (4)

Plot log Sm against log m.

For sufficiently large values of m, the points sldobe scattered around a straight line with slope22 In the
case of short range dependence (H = 0.5), the $fopqual to -1. The estimate of H is the slopé¢hef least
squares line fit to the points of the plot.

3. RESULTS AND DISCUSSIONS
Long Memory Estimation:

3.1 Modified Rescaled Range Method

A log-log plot of the R/S statistic in equation (@rsus the number of points of the aggregatedsstiould be a
straight line with the slope being an estimationhef Hurst parameter. Figure 1 gives the estimeaéuk of H.

R/S Method
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0 _|
-
o _|
@ —
g
g
0 _|
o
+ "
+
S +
[ [ [ [ [ [
0.0 0.5 1.0 1.5 2.0 2.5

log10(d)

Figure 1: The Pox plot of the Rescaled Range metittdHurst estimate
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Fig. 1 shows that, for increasing k, the value (8 Rtatistics are scattered around a least sqiti@e lfne with a
slope of approximately equal to 0.725. Thereforimeded H is 0.725. This value of H belongs to %&H<
clearly indicates that daily average temperatute Has a strong long memory.

3.2 Periodogram Method
This method plots the logarithm of the spectralsitgrof a time series in equation (3) versus tlgatdhm of the

frequencies. The slope of the fitted line is théneste of 1-2H. The slope provides an estimate oFigure 2
gives the estimated value of H.

Periodogram Method
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Figure 2: The Periodogram plot with Hurst estimate

The points in Fig. 2 are randomly scattered aroardast square fitted line that has a slope of6®1603.
Therefore estimated H for daily average temperatsr®.5826. This H which belongs to %<H<1 clearly
indicates that the daily average temperature da&mkoto have a long memory.

3.3 Aggregated Variance Method

The application of this method allows us to estarifie value of the Hurst exponent H which charamdrthe
series. For sufficiently large values of m the piblog of the equation (4) against log m, the poishould be
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scattered around a straight line with slope 2Ht#& €stimate of H is the slope of the least squaredit to the
points of the plot. The estimate of H is givenigufe 3.

Aggregated Variance Method

H=0.6745
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Figure 3: Aggregated Variance plot with Hurst estien

Fig. 3 gives the Variance time plot of average terafure data set, the points in the plot are geattaround a
straight line with a slope of -0.6510185 indicatihg presence of long memory among the observaiiothis
case, the estimated value of H is 0.6749. The agtidnH falls within the range 0.5 < H < 1, therefordicating

the existence of long memory.

4. Conclusion

The estimated values of H are approximately inrtrge of [0.58, 0.72] which clearly indicate thesgnce of
long memory in the temperature series. The vanatidH values may be brought about due to thetfattthere
is variation in the cut off points while fitting traight line. The consistency of the estimatoiggssts that all

the methods are working rather well.
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