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Abstract

Many complex scientific applications are modeledhi& form of workflows to carry out large-scale exments.
Because of complexity of scientific processes, raifie workflows need intensive computation and adat
requirements. Clouds make opportunity for scientifiat need high performance computing infrastmect®o
scientific can run their application on cloud bgithdesired QoS. We propose an algorithm that sdikntific to
select execute plan based on their preference @@&Stime and cost. Proposed algorithm ranks tlskgan
workflow and then use UPFF function for select aatel resource, based on user's QoS. We compared our
proposed algorithm with the same work by severahados and results show proposed algorithm hasrbet
efficiency.

Keywords Scientific application, Workflow scheduling, Cloedmputing
1. Introduction

The field of distributed and parallel computing fseen technologies rapidly grow from desktop comgut
through grid computing, and now to cloud computiAd). these technologies focus on delivering compati
power to a large number of end-users in a reliagffecient and scalable manner. More and lessrérad has
been to deliver the computing power as a utilitycimlike how water and electricity is deliveredhmuseholds
these days.

Cloud computing is a kind of parallel and distrigditcomputing systems that delivers infrastructptatform
and software as a service, which are made availbkervices in a pay-as-you-go model to consufiese
services are referred to as infrastructure as\dcge(laaS), platform as a service (PaaS), softwara service
(SaaS). In [3] Buyya et al. define a cloud as pétyf parallel and distributed system consisting ebllection

of interconnected and virtualized computers that dynamically provisioned and presented as a onaare
unified computing resources based on service-lagedements”. Clouds try to make opportunity toubers all
over the world to be able access the services anadd, according to their desired quality of service
requirements. So it offers lots of benefits for pamies by decreasing management and maintenansefimom
leasing IT infrastructure from cloud providers.

Many scientific applications in the field of astmmy, gravitational-physics, computational biologjimate
modeling, and life-sciences have used workflow medbgy to carry out large-scale experiments. Sdient
applications are typically modeled as workflows ttltansist of tasks, data, control sequences and dat
dependencies [7].

Because of complexity of scientific process, thegsglications should be usually run on the large @isttibuted
computing environments like cloud environment. @ewpresent a chance for scientists whom need high-
performance computing infrastructure for their ekpents[9]. Most of the time, applications are esganted as

a scientific workflows that can manage many adésieind work with lots of data. Scientific alreagyng cloud
computing that schedule these workflows onto disted cloud resources for optimizing various olyest
minimize total makespan of the workflow, minimizest and usage of network bandwidth, minimize cdst o
computation and storage, meet the deadline of @gtjdn, and combination of objectives.

A data intensive computing environment consistapylications that produce, manipulate, or analy#a th the
range of hundreds of megabytes (MB) to petabyt83 éhd beyond. A data intensive application wonkflbas
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comparatively higher data workloads to manage ttseanomputational load. In the words, the requirateef
resource interconnection bandwidth for transferridgta outweigh the computational requirements for
processing tasks. As a consequence, demands marédtitransfer and store data as compared to éardirne

for tasks in the workflow. It is common to charaie the distinction between data intensive and e
intensive by defining a threshold for the compuatatto communication ratio (CCR). Application witbwer
values of this ratio is distinctly data intensiveniature [8].

The rest of paper is organized as follows: seclqguresents related work. In section 3, we desdtieetask-
resource scheduling problem. In section 4, we mpteseir scheduling algorithm. Section 5 presents an
experimental evaluation of the performance ourquolt Section 6 concludes the paper and discuss®e s
future work.

2. Related work

Workflow applications are commonly represented adiracted acyclic graph. The mapping of jobs to the
compute-resources is an NP-complete problem igémeral form. A survey of field of scientific woltvs and
techniques for managing and scheduling them amesepted in [7]. [8] is a PHD theses that represkreveral
scientific workflow scheduling algorithms in griciéicloud environments.

In [28] proposed an optimized scheduling algorittorachieve the optimization or sub-optimization &woud
scheduling. In this algorithm an Improved Genetigokithm (IGA) is used for the automated schedulpagjcy.
It is used to increase the utilization rate of teses and speed.

In [27] proposed an improved cost-based schedaliggrithm for making efficient mapping of tasksaeailable
resources in cloud. This scheduling algorithm messboth resource cost and computation performanakso
Improves the computation/communication ratio.

In [29] proposed an SHEFT workflow scheduling altfon to schedule a workflow elastically on a Cloud
computing environment. The experimental resultswstimt SHEFT not only outperforms several represerd
workflow scheduling algorithms in optimizing workfl execution time, but also enables resources dte sc
elastically at runtime.

In [18] presented a particle swarm optimization@8ased heuristic to schedule applications toctcl@sources
that takes into account both computation cost atd ttansmission cost. It is used for workflow @gadlon by
varying its computation and communication costse €Rperimental results show s that PSO can acluiese
savings and good distribution of workload onto teses.

In [19] proposed a market-oriented hierarchicalesithing strategy which consists of a service-lesatieduling
and a task-level scheduling. The service-level dalieg deals with the Task-to-Service assignment te
task-level scheduling deals with the optimizatidéthe Task-to-VM assignment in local cloud datateen

In [20] worked on multiple workflows and multipleo@. They has a strategy implemented for multiple
workflow management system with multiple QoS. Tbleesluling access rate is increased by using tizitesly.
This strategy minimizes the make span and cosiookflows for cloud computing platform.

In [21] presented the HEFT algorithm. This algaritfirst calculates average execution time for eask and
average communication time between resources ostwoessive tasks. Then tasks in the workflow edered
(non-increasing) on a rank function. The task withher rank value is given higher priority. In thesource
selection phase tasks are scheduled in the orditiefpriorities and each task is assigned tordseurce that
can complete the task at the earliest time.

In [24], data resource replication and parallekriezing from several location are used to reachcieffit
scheduling plan. ESMH algorithms based on retrigfilom several data resources are presented thgpeada
tasks on resources, according to data retrieving ind task compute time.

3. Problem definition

A scheduling system model consists of an applioatiotarget cloud computing environment, and agoardnce
criteria for scheduling. We denote an applicatiasrkflow as a directed acyclic graph (DAG) represenby
G=(V,E), where V={T,, ..., T} is the set of tasks, and E represents the dgiartkencies between these tasks.
The number of tasks are considered n. G is a n*mixnaf Directed acyclic graph that gained by stin
application. if the amount of&is one, represent task dnd task Tare dependable andi3 the parent of ;Telse

if the amount of G is zero, shows they aren’t dependable. if taske wiependable, the data of parent task T
should be transmitted to a child task & task without any parent is called an entry @ a task without any
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child is called an exit task. The size of outputadef tasks are given in array D asrBpresent size of output
data task T

We assumed that we want to use some of resourcelsud for scheduling. We have a set of resources R
{1,... , m}. here, we consider the number of resosrisem. Each resource has its feature like costiofing
tasks or Cost_exe(Rcost of incoming data by resources or Cost jJn@st of sending data from resources or
Cost_out(R, resource availability or Availability(Rand resource reliability or Reliability(R

The estimated times for compute each task on esstburce are given. W is the n*m matrix that represee
estimated times for execute each task on each nesoW; shows the estimated time for execute taslorm
resource R

The objective function of our workflow schedulingbplem is to determine the schedule plan to agsigks of a
given scientific application to target cloud resms such that it's been done in user’s desired dinaecost.

4, Proposed approach

We present our proposed approach as a schedulingtaim. The key idea of our approach is based BFH
algorithm [21]. We named the proposed approach @s%-aware Scientific Application Scheduling Algbm
(QSASA). In QSASA we try to preserve benefits of HEand also apply the data-intensive schedulintufea
in cloud environment. QSASA considers varied aspeétscientific workflow scheduling. Aspects likasks
dependency, tasks data size, compute time of takls, transfer time from parent task to child, vilosk
makespan, resources bandwidth, resources cosbifopwte, resources cost for input or output datailawlity
and reliability parameters.

Before presenting the proposed approach in sedtibnwe formulate the parameters and attributesateaused
in proposed protocol. And in the section 4-2 wespre our protocol.

4.1 Problem formulation

In this section, we present the metrics of compatishe experiment setup and the results.
section 3 we explained the problem and the parametad information that gained by given scientific
application and target cloud resources. Also theeeseveral attributes that we may use in the meghprotocol.
In this section, we formulate the attribute thatyraaed in proposed protocol.

As we said, W is the n*m matrix that representé¢bmated times for execute each task on eachneseand
Wi; shows the estimated time for execute tastrilresource Rbefore scheduling, the tasks are labeled with the
average execution times. The average executiondfradask Tis defined as

E‘F-iw:."'l.,l'lllm (1 l‘:I

w =

Target cloud resources are connected and so coingjdbe communication time should be occurred.oRese
bandwidth or data transfer rates are stored inixn&rof size m*m. the amount of Brepresents resource
bandwidth between resource &d R the communication time of the edge (i,k), whistfar transferring data
from task T(scheduled on § to task T (scheduled on [, is defined by

commmunigete;, = = 2

H

When both Tand T are scheduled on the same resourgeyrun it cie; , becomes zero since we assume that
the intra-resource communication time is negligisleen it is compared with the inter-resources comgation
time. Before scheduling, average communication siene used to label the edges. The average comatiomic
time of an the edges out from i defined by

[=]

’ {3

CoOTRIURIGCe; =

WhereE is the average transfer rate among the targetialesources.

It is necessary to reword some attributes like HR'R;) and EFT(T, R) in [21] that represent earliest start time
and earliest finish time task dn resource Rrespectively. For the entry task.d,

EST(Intrya R) =0 (4)
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For the rest tasks in workflow, the EST and EFTugalare computed respectively, starting from ttieyeask,
as shown in (5) and (6), respectively. In ordecampute the task; &ll immediate predecessor tasks ofmust

EST(T;, By = max {availlj], max (EFT(Tx, B) + Comrourdeate:: )}/ (Availability I':R.,-:l =
Reliability (R 13 , TsEpred{T;) (3)
EFT(Ts Rjd=wy + EST(T: Bj) (&
have been scheduled.

Where pred(j) is the set of immediate predecessor tasks of Taglnd avail[j] is the earliest time at which
resource Ris ready for task execution. The inner max blatkhie EST equation returns the ready time, means
the time when all data needed hyha&s arrived at resource. R

ESTin shows minimum value of EST for task on target veses and ESJ., shows maximum value of EST. To

EFC(Ty=%F_ | (fw x c-:ustm,rm-_.]l + fcﬂmmunicate i ® custin(}?_,-j]l + fcﬂmmunicate i ®
cust,u[ﬁ!])) { Cvailability(R;) = Reliability (£33 (11
compute average values, we ugeidstead of B for bandwidth and shown E§T(T;) andEFT (T)).

EFC is another attribute that represent total fiarséxecute tasks containing run cost, input datt and output
data cost that are calculate by (11).

Where p is the number of parent tasks of taskcdmmunicatg is the required time for transmitting data from
parent tasks of ;T T, that is mapped on resourcg ® task Tthat mapped on resource. EFG,, represents
minimum value of EFC of task T on all target resmsrand EFf., shows maximum value of EFC.

Tasks are sorted by their priority. Upward rankiag)] of task T are calculated recursively by (12).

RarkyT) =@, + max (commumiacte+ RankJT;)), TjEsuce(TH12)

Where succ ()] is the set of immediate successors of taskh€ rank is computed recursively by traversimg t
task graph upward, starting from exit task. Fot &ask T, the upward rank is calculated by (13).

Ranlﬁ(Texit) = 1IITIrexit (13)
4.2 Proposed Algorithm

We present QoS-aware scientific application schirdudlgorithm (QSASA) as a proposed approach. Wedi
to schedule scientific workflow on target cloud ceses based on user’s preferences. QSASA algorighm
shown in figure 1. and have two phases, rankingstasd selecting resources. Average time valuexetute
tasks and edge communication are computed. Thelevdbr EST, EFT and EFC for each task on all nessu
are calculated. According to calculated attribiated the parameters, we use upward ranking for mgrtkisks in
workflow and use User preference Fitness FunctldRHF) for accurate resource selection. And ladtstas
dispatched on resources for workflow execution.

BEGIN : QoS-awar e Scientific Application Scheduling Algorithm (QSASA)
INPUT:

A matrix G represented scientific workflow gha

A array D represented data produced by tasks

A matrix B represented bandwidth between resesu

A matrix W represented times for execute tasksesources

A array Cost_exe represented cost of exeasteston resources
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A array Cost_in represented cost of input iregiutasks on resources
A array Cost_out represented cost of outpyiired tasks on resources
A array Reliability represented reliability fsources
A array Availability represented availabiliby resources
PRE-COMPUTE:
Compute average time of execution for eack tas
Compute average time of communication for ezt (task dependencyfrrenuracate;
Compute average value of earliest start tionefch taskgs T (T;)
Compute average value of earliest finish tforeeach taskEFT (T;)
Ranking tasks by upward ranking in [21] as Rank_anglwist
While all the tasks aren’t scheduled
Start for all resources in R
Calculate EFT for task T on all resourceRi
Calculate Costs for all resources in R thair EFT was computed (EFC)
Determinate ES{, (T), ESThax (T), EFGyin (T), EFGax (T)
Use UPFF function for select accurate resou
End
Map task T on the resource Rthat have minimamesof UPFF function
End
Distributed tasks on resources
END : QoS-awar e Scientific Application Scheduling Algorithm (QSASA)

Figure 1.QoS-aware Sientific Application Schedulaigorithm (QSASA)

As we said, we used upward ranking [21] to makeiaripy list as Rank_upward list. UPFF functionused to
find resources for tasks in Rank_upward list, reipgely. based on the user’s preference, we userdiit values
for weight of time weightand weight of cost weightthis two weight are in the range of [0, 1] and Sum of
them is 1. For example if weighbe equal to 0.7, represents 70% user is concesitddcost and 30% is
concerned with time. So the UPFF is a two varidbiection. As the time and cost aren’t the same kind

normalize these values in the range of [0, 1]. URFEefined by (14).

TIPFF (T, Byl = (weight, x Sl min 4 yejahy oo S22 Tomin 1 (pailablity (R, ) »

ESThaw —ESTwmyn EFCiayw —EFCmgn

Reliahility [ # 1) (14

UPFF represents fitness of resourgdoRtask T.the resourcewith minimum UPFF is selected andtdk is
mapped on it. the weigland weightmake a chance to scientific for their desired Qaxfuirements.

5. Experiment evaluation

In this section, we present the metrics of comparishe experiment setup and the results. In tratuation, the
value for weight of cost 0.7 and the value for watigme 0.3 are considered. We assume user is imesested

in minimizing cost.

5.1 Performance metrics

As a measure of performance, we used time andfeostomplete execution of application as a metrite
computed the total cost of execution of a workflosing two approaches: QSASA protocol and HEFT
algorithm.

5.2lllustrative example
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Figure 4(a) depicts a workflow structure with texsks, which are represented as nodes. The depéeslenc
between tasks are represented as arrows. Eaclygaskates output data after it has completed. Tthaseare
used by the task’s children, if any. Figure 4(bpides three resources interconnected with varyiagdwidth
and having its own execution, input and output £o8iso the estimated average time for each taskallo
resources are given. In this example we consiagtrttie resources are completely reliable and aaila
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Figure 4. lllustrative example of workflow anddat cloud resources

We use QSASA algorithm and HEFT algorithm on thanemle and the results are gained as shown in Figure
(a) and Figure 5(b). As you can see, QSASA algarittas a higher efficiency than HEFT algorithm, bisth
time and cost perspective.

total time for an example workflow

total cost for an example workflow
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(@) Comparison of total cost

(bComparison of total time

Figura 5. Comparison between QSASA and HEFT fatlastrative example workflow and target resources

5.3Data and Implemention

We have used several matrix and array that st@evdliues like average time of execute tasks onuress,
average communication cost between resourcessitataf tasks, execute cost, input/output costsanan.

The values for Cost_in{Rand Cost_out(jRresemble the cost of unit data transfer betwesources given by
Amazon CloudFront. We randomly use that valuesfah iterative of experiment. In some experimemtsuse
the Amazon EC2'’s pricing policy for different classof virtual machine instances. As each task tsaswn
data, the sum of all the data values varies acegridi the size of data we experiment from 64 MBR@24 MB.
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We assumed in this work, the weiglig equal to 0.7 and the weigh$ equal to 0.3 and are fixed in all
experiment. So we assumed user wants more to &agsgsthan time saving.

We use C++ environment to conduct our simulatiopeeient. In addition we implement HEFT algorithon.
Also we have done twenty independent executionalf@cenarios to gain better results.

5.4Experiment and Result

Each task in workflow has input/output data in wvagysizes. We evaluate proposed protocol in differe
scenarios. We plot the graphs by varying the resuifitained after twenty independent executionsalhmost
every execution, the x-axis parameters present puibtasks in workflow, total data size and coatsmge. The
y-axis parameters present performance criteriatiike and cost.

5.4.1 Variation in number of workflow tasks

In this scenario, we try to compare QSASA with HE&gorithm when the number of tasks in workflow is
varying from 10-50 tasks. We fixed the compute oese cost in the range 0.30-0.80%/hr and the conuaten
cost in the range 0.14-0.38%/hr, in the sub-sedidnl and 5-4-2. by varying number of tasks in kflow, we
compared SWASP and HEFT algorithm, time and costpeetive and the results depicted in Figure &(ajl
Figure 6(b). In both figures, x-axis represents bemof tasks in workflow. Based on the results, @8A
algorithm has better performance.

total time for varying number of tasks in total cost for varying number of
workflow
tasks
500 ~+ P —_

@ 400 é 20 -

g 300 - < 15 7

7] i o 17

2 0 QSASA 3 L | . t SASA

10 24 30 50 WHEFT - 10 24 3 50 WHEFT
QSASA 267 305 365 450 QSASA 4 7.3 9.5 14
mHEFT 240 300 340 400 WHEFT 4.28 7.5 13.88 18.03
number of tasks number of tasks
(@) Comparison of total time (b) rmymarison of total cost

Figure 6. Comparison between QSASA and HEFT whieitewarying number of tasks in workflow

5.4.2 Variation in total data size of a workflow

We varied the size of total data processed by thekflow in the range 64—1024MB. By varying the datze,
we compared the variance in total time and costxetution, for two approaches as depicted in Fig{a¢ and
Figure 7(b). Results show that QSASA has bettefopmance. In some experiment, the QSASA’s timesdt
may be higher than HEFT, but usually the cost Gates lower than.

total time for different size of data total cost for different size of data

25000 500
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total data size (MB) total data size {MB)
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Figure 7. Comparison between QSASA and HEFT wheilewhrying number of tasks in workflow
5.4.3 Variation in resource cost

We experiment the performance of QSASA by varying tost of computation of all target resourcessThi
variation is practically justifiable as differentbad service providers (e.g. Amazon) can have waryricing
policies depending on the type and capabilitieshefr resources. Figure 8 depicts the change &l tmist of
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computation for different range of resource prithe workflow processed a total of 128MB of data #me x-
axis represents range of resources cost. As QSAR8ider the resource cost, Results show by vamgagurce
cost, it has low variance.

total cost for varying cost of compute
resources

60
o

o —
—

20 = QSASA
10

30

total cost {cent)

€.3-05 0.5-0.7 0.7-049 09-1.1

range of computation cost of resources

Figure 8. Total cost by QSASA when while varyirggtof compute resources

5.4.4 Scheduling Failure variance

There are some communications between resourcexeoute workflow. This communication is done by
resource bandwidth. Communications may encounttayd&V/e want to use a approach that consider this
condition. According to the history of resourcealues as reliability and availability factor aresigsed to the
resources. QSASA considers these factors. In Figummount of scheduling variation are shown. X-gkisws
multiply of average values of reliability and awdullity.

variance of scheduling considering delay

/
0.2 / -
/

—SASA
o //
/
1

0.6

variance of scheduling

0.9- 0.8-09 0.7-0.8

Availability & Reliability

Figure 9. Comparison of scheduling failure varmbetween QSASA and HEFT when while varying
availability and reliability of resources.

6. Conclusion and futurework

In this work, we presented a scientific workflonheduling algorithm on cloud resources as called 5A
based on HEFT algorithm. QSASA contains two phdeeganking tasks and selecting resources. We used
QSASA algorithm to minimize the total cost of exéen of application workflows on cloud environmehgsed
user’s preference. In evaluation we consider ther iss more interested to minimize cost. We compahed
results obtained by our algorithm against HEFT atgm. We found that QSASA achieve at least 15 @atrc
improvement on cost saving and at last 4 percenerntime as compared to HEFT for our experiments. In
addition, QSASA considers reliability and avail@hifactor of resources while scheduling.
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As part of our future work, we would like to expandr work for independent compute resource andestor
resource. Also we want to work on scheduling sdierdpplication on BIG DATA.
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