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Abstract

In this work, we propose and present a Hybrid plrtswarm optimization-Simulated annealing algonith
and compare it with a Genetic algorithm for tragninespectively neural networks of identical arattitees.
These neural networks were then tested on a dtztfoh task. In particle swarm optimization, beloawf

a particle is influenced by the experiential knadge of the particle as well as socially exchanged
information. Particle swarm optimization followsparallel search strategy. In simulated annealingjliup
moves are made in the search space in a stocliashion in addition to the downhill moves. Simuthte
annealing therefore has better scope of escapuoa minima and reach a global minimum in the search
space. Thus simulated annealing gives a selecivdomness to the search. Genetic algorithm pesform
parallel and randomized search. The goal of trginhe neural network is to minimize the sum of the
squares of the error between the target and olisertput values for all the training samples andelfiver
good test performance on the test inputs. We coadpidre performance of the neural networks of idanti
architectures trained by the Hybrid particle swaaptimization-simulated annealing and Genetic
algorithm respectively on a classification task aruded the results obtained. Neural network traibed
Hybrid particle swarm optimization-simulated anmeglhas given better results compared to the neural
network trained by the Genetic algorithm in thégeonducted by us.

Keywords: Classification, Hybrid particle swarm optimizati®mulated annealing, Simulated
Annealing, Genetic algorithm, Neural Network etc.

1. Introduction

Classification is an important activity of machilearning. Various algorithms are conventionallydiéer
classification task namely, Decision tree learnimging ID3[1], Concept learning using Candidate
elimination [2], Neural networks [3], Naive Baydsssifier [4] are some of the traditional methoded
for classification. Ever since back propagatioroathm was invented and popularized by [3], [5] 46H
neural networks were actively used for classifamatiHowever, since back-propagation method follbilts
climbing approach, it is susceptible to occurreoclwcal minima. Hence we examine the use of adttve
methods for training neural networks. We examine tise of i) Hybrid particle swarm optimization-
simulated annealing algorithm ii) Genetic algaritho train the neural networks. We study and compar
the performance of the neural networks trainedhlegé algorithms on a classification task.

2. Architecture of Neural Network

Neural network designed for the classification thak the following architecture. It has four inpunits,
three hidden units and three output units in thmutidayer, hidden layer and output layer respebtive
Sigmoid activation functions were used with hiddem output units. Figure 1 shows the architectural
diagram of the neural network. Neurons are condettethe feed forward fashion as shown. Neural
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Network hasl2 weights between input and hidden layer 8maeights between hidden and output layer. So
the total number of weights in the network 2aie

Input Hidden Output
Figure 1 Architecture of Neural Network used

2.1 .Iris data

Neural Network shown in figure 1 is used to perfariassification task on IRIS data. The data waseriak
from the Univ. of California, Irvine (UCI), Machinkarning repository. Iris data consists of 150utap
output vector pairs. Each input vector consista dftuple having four attribute values correspogdinthe
four input attributes respectively. Based on thmutrvector, output vector gives class to whicheomgs.
Each output vector is a 3 tuple and will have aintfirst, second or third positions and zerosestrtwo
positions, thereby indicating the class to whiahitiput vector being considered belongs. Hencejseel-
of-n encoding on the output side for denoting tlesvalue. The data of 150 input-output pairsvgldd
randomly into two parts to create the traininga® test set respectively. Data from training seitsied to
train the neural network and data from the tesissased for test purposes. Few samples of IRIS det
shown in table 1.

Table 1.Sample Of Iris Data Used.

S. No. Attr. 1 | Attr.2 | Attr. 3 |Att.4  |Class1 | Class2 | Class 3
1 0.224 0.624 0.067 0.043 1 0 0
0.749 0.502 0.627 0.541
0.557 0.541 0.847 1
0.11 0.502 0.051 0.043
0.722 0.459 0.663 0.584
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3. Genetic Algorithm to Train the Neural Network

Error back propagation algorithm is conventionallged to train the neural networks. Error-Back
propagation algorithm uses gradient descent seahith is based on the concept of hill climbing. Nai
disadvantage of neural network using back propagaslgorithm is that since it uses hill climbing
approach it can get stuck at local minima.

Hence, here we explore the usage of alternativeritihgns instead of conventional backpropagation
algorithm to optimize the performance of trainingeural network and compare them.

The objective function required to be minimized ti@ining the neural network is the error functien
We define the error function E as follows. The eftmction E is given by
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wherex is a specific training example andis the set of all training examplts*":i-‘,Jr denotes the target
output for theky, output neuron corresponding to training samgIl&= denotes the observed output for
the ky, output neuron corresponding to training samgplelence, error function computed is a measure of
the sum of the squares of the error between tamgeétobserved output values for all the output nesjro
across all the training samples.

Genetic algorithms (GAs) were proposed and enusttily John Holland at the University of Michigan
and popularized by David Goldberg [9, 10]. They énahe characteristics of parallel search being
undertaken through potential solutions with a randexploration of the search space. They use the
evolutionary operators of selection, crossover andation on the population of the potential solntio
Unlike backpropagation, GAs are stochastic and &éatw not get into the problem of local minimum.
Genetic algorithms can be used for optimizationth@ problem we have to optimize the error function
defined in equation (1) by minimizing it. Hencegtbbjective function we use is tleeror functionin
equation (1) which needs to b@nimized.To do this we define the fitness functibmsA — EwhereAis a
positive number which is appropriately selectethecsufficiently large so tha — E is positive during the
search task undertaken through GA. Task of minimgizhe error function is converted to maximizing th
value of A — E which is thefitness function f used with the genetic algorithm during the trainofghe
neural network.

We are using the genetic algorithm for the purpafsefficiently training the neural network. The &ef
efficiently training the neural network is achieviédhe neural network predicts with higher accyréue
test outputs corresponding to the test inputs gieethe network. GAs use set of binary stringsechll
chromosomes to form a population of binary ssingachchromosomewhich is a binary string is a
potential solution to the network. Hence, each glosome needs to encode the set of weights prasant i
neural network. The neural network shown in figliréas21 weights in it. Hence each member of the
population (chromosome) needs to encode these etenpbt o021 weights so that we can evaluate the
fithess function defined above. Below we describe ¢ncoding of the weights for the neural network
shown in figure 1 for each chromosome.

3.1.Encoding of the Weights in the Neural Network

The Neural Network in figure 1 hd weights between input and hidden layer &wdeights between
hidden and output layer. So the total number ofyimsi in the network ar2l. We coded these weights in
binary form. Each weight was assumed to vary betwd®.75and-12.75with a precision 00.05 This is
because weights learned by a typical neural netwdlikoe small positive or negative real numbersyA
real number betweerl2.75and+12.75 with a precision of 0.05 can be represented by9ebit binary
string. Thus,-12.75was represented with a binary strif@90000000’and+12.75 was represented with
111111111} For example, numbed.1 is represented b{100000010'.Each of the twenty one weights
present in the neural network was representeddgparat® bit binary string and the set of all the weights
present in the neural network is represented by domcatenation having89 bits binary string. Theses9
bits represent one possible assignment of valudgtweights in the neural network.

In the initial population a set &0 randomly generated binary strings were createch &nary string
having189bits. Different binary strings in population repeat different potential solutions to the problem
of training the neural network. Each binary striepresents one possible assignment of weightseo th
neural network.

3.2. Genetic Algorithm
Here we describe the Genetic algorithm used famitrg the neural network.
1. A set of50 binary strings, each string havid@9 bits were randomly created to form the initial
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population.

2. Evaluate thditness functionf for each of the binary strings in the present patoih P.

Elitism: Two of the binary strings with highest fitnessuesd from the population are carried over
to the new population being created,,

4. Selection: The selection operation selects the parent stifirays the present population for the
crossover operation. This is done using the selegtrobabilityp; = f; /2 f; . The roulette wheel
concept is used to make the selection of binaipggr The probabilityy; is determined as the
ratio of fitness of a given binary string with them of fitness values for all tf® binary strings
in the populatior.

5. Crossover: Pairs of chromosomes were selected from popul&®iarsing selection probability
defined above and a single point crossover is pmdd on the pair to form two offspring.
Selection probabilities encourage the selectiohigh fitness individuals to be selected as a pair.
Crossover point was chosen at random and the tamgstare interchanged at the point. This
process was repeated for each of the 24 pairginfjstselected. Selection of each pair was done
using selection probability calculations as expdirabove. Strings generated after crossover are
kept in the new population being creafgd,

6. Mutation: Mutation involves flipping a randomly selected. bMutation was done with a
probability of5% on the strings i, . In the string selected for mutation, a randomlgsted bit
is flipped.

7. On completing above step the new populafag, is formed. Make the new population created
Pnew @s the present populatiéhfor the next iteration o5Aie. SetP «P,., Repeat stepgto 7
for sufficient number of iterations. Stepgo 7 were repeated fot5000iterations in our work.
The string with the highest fithess among the pafpah is returned as treolutionand gives the
assignment of weights theneural networlafter training through the Genetic Algorithm.

4. Hybrid PSO - SA Algorithm

In particle swarm optimization [11, 12] a swarmpafrticles are flown through a multidimensional skar
space. Position of each particle represents a faltesolution. Position of each particle is chanded
adding a velocity vector to it. Velocity vectoriigluenced by theexperiential knowledgef the particle as
well associally exchanged informationTheexperiential knowledgef a particleA describes the distance
of the particleA from its own best position since the partiéls first time step. This best position of a
particle is referred to as thpersonal besof the particle. Theglobal best positiorin a swarm at a timeis
the best position found in the swarm of particlesha timet. The socially exchanged information of a
particle A describes the distance of a partiélédrom the global best position in the swarm at tim&he
experiential knowledge and socially exchanged mfation are also referred to aegnitive and social
componentsespectively. We propose and present heréyheid PSO-SAlgorithm in table 2.

Table 2. Hybrid Particle Swarm Optimization-SimeldtAnnealing Algorithm

Create ay, dimensional swarm of; particles;
repeat
for each particle i =1, . . .nsdo
/Iy, denotes th@ersonal besposition of the particleso far
/I set thpersonal besposition

if f (x;) <f (y;) then
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Y=
end

/[y denotes thglobal bestof the swarm so far
/I set thglobal bestposition
if f (y;) <f (§ ) then
y=vi;
end
end

for each particle i =1, . . .,nsdo
update the&elocityv; of particlei usingequation (2);

Vit+1) = vi(t) + cara(®[yi(t) —xi(t) ] + c2r2((t) — xi()] (2)

/I wherey, denotes the personal best position of the paiiticle
/I andy denotes the global best position of the swarm
/' and x;denotes the present position vector of particle i.

update thpositionusingequation (3)
[it) = x; (t) //storing present position
At+1) =xi(t) +v; (t+1) 3

/I applyingimulated annealing
computeE = (f (xi(t) - f(xi(t+1)) (4)

/I AE = (E value for the previous network before weight ctgngE value for the
present network with changed configuration of wesgh

« if AE is positive then
/I new value ot is smaller and therefore better than previousealithen
I/l accept the new position and make it the cumpesttion

elseaccept the new positiox;(t+1) (even though it has a highErvalue) with a
probabilityp defined by

_AEy
pe” T )

» Revise the temperatufieas per schedule defined below.
The temperature schedule followed is defadollows:
The starting temperature is takenTas105Q
Current temp F/log(iterations+1)

Current temperature was changed after el@@yterations using above formulal
end
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‘ until stopping condition is true ‘

In equation (2)of table 2 v; ,y; and j are vectors ofi, dimensionsv; denotes scalar componesfty; in
dimensionj. vj is calculated as shown &quation 6wherery;andry are random values in the ranf§el]
andclandc2are learning factors chosendas= c2 = 2.

¥(t+1) = vy (t) +cary(OLy (1) —xg(1) ] + c2ra®)D(t) —x;) (1] (6)

4.1. Implementation details of Hybrid PSO-SA altjorni for training a neural network

We describe here the implementation detailshgbrid PSO-SAalgorithm for training the neural
network. There arg1 weights in the neural network shown in figure 1.

Hybrid PSO-SAalgorithm combines particle swarm optimization aeithm with simulated annealing
approach in the context of training a neural nekwdihe swarm is initialized with a population 50
particles. Each particle hdsl weights. Eachweight valuecorresponds to @osition in a particular
dimensionof the particle. Since there a2& weights for each particle, there are thereftedimensions.
Hence position vectoof eachparticle corresponds to 21 dimensional weight vectdPosition {veigh) in
each dimension is modified by adding velocity valte it in that dimension. Fitness function
corresponding to a positior;, isf (X)) and it denotes the distance of positipfrom the final solution. In
the hybrid PSO-SAalgorithm this fitness functiof (x;) is defined as errdiunction E{v). Error function
E(w) is a function of the weights in the neural netwark defined in equatiofl). In the optimization
problem of training neural networks fitness funitighich is error function needs to be minimized.

Each particle’s velocity vector is updated by cdesing the personal best position of the partiglebal
best position of the entire swarm and the presesitipn vector of the particle as shown in equa(@nof
table 2. Velocity of a particlein dimensionj is calculated as shown in equati@.

Hybrid PSO-SAalgorithm combinepso algorithmwith simulated annealingipproach. Each of thg0
particles in the swarm is associated vdthweights present in the neural network. The emocfionE(w)
which is a function of the weights in the neuratwark as defined in equatigil) is treated as thfitness
function Error E(w) ( fitness function) needs to be minimized. Forheatthe50 particles in the swarm,
the solution (position)given by the particle is accepted if tbleange in error functiolE as defined in
equation 4is positive, since this indicates error functisrréducing in the present iteration compared to the
previous iteration value. KEis not positive then new position is accepted withrobabilityp given by
formula in equation (5).This is implemented by generating a random nunfiggweenO and 1. If the
number generated is lesser thpaten the new position is accepted, else the pusvimsition of particle is
retained without changing. Each particle’s persdmest position and the global best position ofdivarm
are updated after each iteratiddybrid PSO-SA algorithnwas run for15000 iterations. After15000
iterations global best positiagbestof the swarm is returned as the solution. Henagpshg criterion for
the algorithm was chosen as completiod®®00iterations.

Hybrid PSO-SAalgorithm combines parallel search approactP80D and selective random search and
global search properties sfmulated annealing7, 8] and hence combines the advantages of bath th
approaches.

5. Experiments and Results

We have trained the neural network with architeeglown in figurel with genetic algorithm described in
section 3 on training set taken from tiAS data. Training set was a subset of samples chesslomly
from the IRIS data. Remaining samples froiRIS data were included in the test set. Performance was
observed on the test data set for predicting thesobf each sample.

Table 3. Results Of Testing For Neural Network dsBenetic Algorithm
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Sl. No Samples in Samples in Test Correct Misclassifications

Training Set Set classifications
1 100 50 44 6
2 95 55 45 10
3 85 65 53 12
4 75 75 61 14

We have chosen similarly, training sets of varygiges from thedRIS data and included each time the
samples which were not selected for training set iast set. Neural network was trained by eacthef
training sets and tested the performance of thearkton corresponding test sets. Training was done
15000iterations with each of the training sets using dlknetic algorithm. Results are shown in table 3.
We have also trained the neural network with aedhitre shown in figuré with Hybrid PSO-SA algorithm
described in section 4, with each of the trainiats £hosen above in table 3 and tested the penfaenaf
the network on corresponding test sets. Training dane usingHybrid PSO-SA algorithnfor 15000
iterations with each of the training sets. The itesare shown in table 4.

Table 4. Results Of Testing For Neural Network dditybrid PSO-SA Algorithm

SI.No | Samples in Training Samples in Test Correct Misclassifications
Set Set Classifications

1 100 50 47 3

2 95 55 51 4

3 85 65 61 4

4 75 75 70 5

Two neural networks with same architecture as shiowfigure 1 were used for training and testinghwit
the two algorithms ofHybrid PSO-SAalgorithm andGenetic algorithm respectively. Training was
performed for same number ®5000iterations on each neural network. Same trainird tast sets were
used for comparison of neural networks performanmitie both the algorithms. Results of experimentd an
testing point out that neural network trained witybrid PSO-SAalgorithm gives better performance over
neural network trained with the Genetic algorithenogs the training and test sets used.

6. Conclusion

Our objective was to compare the performance al-feevard neural network trained withybrid PSO-
SAalgorithm with the neural network trained by Génetlgorithm. We have trained the neural networks
with identical architectures with théybrid PSO-SAalgorithm and the Genetic algorithm respectivéhe
task we have tested using neural networks traiepdrstely using these two algorithms is IRES data
classification. We found that neural network traineith Hybrid PSO-SAalgorithm has given better
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classification performance among the two. Neuraiwoek trained with Hybrid PSO-SAalgorithm
combinesparallel searchapproach ofPSO andselective random searcdnd global searchproperties of
simulated annealingnd hence combines the advantages of both theagms. GA also uses parallel and
randomized search. Hence we compared these twalgiebrch approachdsybrid PSO-SA algorithrhas
given better results for training a neural netwihidn theGenetic algorithm
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