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Abstract

Time, cost and quality are used for measuring ptogeiccess. So, they are considered the most iengort
objectives in construction projects. Project managéould deliver their project on time with minimwost and
at a certain quality level. To get these confligtobjectives, project managers introduce many ptessiethods
of execution (modes) for each activity in the pebjerhis paper presents an optimization model sig@iports
project managers and decision makers in perforrtiggchallenging task and leads to identificatiérihee best
solution. Developed model is based on Genetic Allgms which have many advantages over traditional
optimization techniques and considered suitablenfore than one objective function. The developedetie
Algorithms model considers target function, desigmiables affecting that target, and problem caists.
Through application to two projects, the model iigifis/ is examined. The results show that the megd
approach can help the practitioners in considetiffgrent modes for activities and easily find mimim cost for
a certain project time meeting the quality requieets. The model can easily reach the best solfition huge
number of solutions in reasonable running timeaddition, the results tell that the present metbaxd be used
in generating a group of optimal solutions.
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1. Introduction

In few words, optimization is the process of maksmgnething better or improving an idea. It considteying
variations on an initial concept to improve on ithea (Randy & Haupt 2004). Its applicability in nyadifferent
disciplines makes it hard to give an exact definitiin computing and engineering, the goal is taimae the
performance of a system or application with mininmahtime and resources. A general definition for
optimization: It is a search for the best elemeninfa set of elements according to a set of caitfiese criteria
are expressed as mathematical functions, the sedaabjective functions or fitness functions (We2g99).

Optimization algorithms can be divided in two bagtasses: deterministic and stochastic algorithms.
Deterministic techniques comprise two classesctieulus-based analytical methods and enumeratetaads.
The analytical methods have indirect and directhods. In indirect methods, the local function optioan be
determined by solving a system of equations. Dineethods search for a local optimum through "jurgpion

the function graph towards the direction specifigadhe gradient. Both methods are not free froradiiantages.
First of all, they have a local scope, because saych for optimum solutions in the neighborhobd given
point. Second, their application depends on thstemce of derivatives. Thus, analytical methodshalimited
scope of application. Enumerative methods exishamy forms. In a finite search space, the simpiesthod
would consist in calculating the objective functieelue and reviewing all possible solutions oneradéinother.

In spite of its simplicity and similarity to humarmasoning, this method has one serious disadvantage
ineffectiveness. Many problems have such a largechespace that it is impossible to search alpthiats within

a reasonable time limit. The second main claspbfrozation algorithms is the random or stochasgithniques
which consisted of random space searching and réewng the best solution. They became popular at th
moment when scientists became aware of the weadmedsanalytical and enumerative methods (Rutkowski
2008).

In recent years, meta-heuristics, a family of séstic techniques which are applied to set of ohjedunctions,
have become an active research area. They canfipedlas higher level frameworks aimed at effidigmtnd
effectively exploring a search space. The initiadrkvin this area was started about half a centgy. a
Subsequently, a lot of diverse methods have begpmoged, and today, this family comprises many Wedwn
technigques such as Evolutionary Algorithms, Tabar8g Simulated Annealing, Ant Colony Optimization,
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Particle Swarm Optimization, etc. Among these athors, Evolutionary Algorithms are the most wideiyed
meta-heuristics.

In construction industry, a need for the optimiaatprocess was discussed in the traditional ting-tade-off
problem by (Kelley & Walker 1959). They assumednaar relation between time and cost of an actigityg
offered a mathematical and a heuristic algorithmsimving the problem. Other researchers, suchvisélhi
1993) tried to solve the time—cost trade-off prohlélbeltagiet al. (2005) presented a solution for time—cost
trade-off problem by means of five evolutionary ddi@ptimization algorithms. Zheng & Ng (2005) prase
stochastic time—cost optimization model which ipmoate fuzzy sets theory and non-replaceable fikagaeian

et al. (2007) improved a new multi-objective Genetic éighm (GA) to solve the problem. Aladisi al. (2011)
developed a multi-objective Ant Colony based omation model for project problem time-cost tradé-ohe
model locates the near optimum Pareto front wiketaof non-dominated solutions.

Recently, contracts considered the quality perforceaof projects in addition to time and cost. S@nyn
researchers added the quality as an important igewhich affects the time and cost. This createw and
pressing need for advanced utilization models #rat capable of optimizing the multiple and conitigt
objectives of construction time, cost and quality.

Many researchers have investigated the time-casitgurade-off in construction projects. El-Ray&Kandil
(2005) presented a multi-objective optimization middr time-cost-quality trade-off. Their modeldssigned to
transform the traditional two-dimensional time-ctrstde-off analysis to an advanced three-dimensitmes-
cost-quality trade-off analysis. Afshar et al. (ZD@developed and applied a new meta-heuristic besadulti-
Ant Colonies algorithm to solve this problem.

Abd El Razek et al. (2010) presented a generalrgiien for time-cost-quality trade-off softwarehd@y used
the basic concepts of Line of Balance and Crititath Method in a multi-objective GAs model. Sapuira
Ladamay (2011) proposed a method to evaluate pilapatf a project whether it met its Quality-Costme
target under uncertainty. They utilized A Monte IBaBimulation and Generalized Activity Network. A
numerical example is provided to support and vélhdathe proposed method. Shrivastastaal. (2012)
developed a new meta-heuristic multi-Ant Colonigorathm for the optimization of the three objeetsvas a
trade-off problem. The model is also applied to majectives time—cost trade-off problem and thailtssare
compared to those of the existing approaches.

2. Study aims

This study aims to present a new optimization mdHbat supports time-cost-quality trade-off in constion
projects. The model is based on developing a coenguibgram using Genetic Algorithms, one of the tmos
popular modern optimization techniques, to find imimm cost for different quality levels at a certéime limit.
Thus, the model may provide the project managetts avgroup of optimal solutions to take their dieciseasily
based on a scientific support tool. The developedehshould be applicable for different activitiestworks
shapes taking critical path method in considerafidre model is written in FORTRAN 90 Language peagr

3. Genetic Algorithms

The Evolutionary Algorithms optimization techniqussich as GAs, have been developed in the earl9'497
and they have a lot of applications since 1980'sldBerg 1989). GAs have been successfully appbethany
branches in civil engineering optimization problemgh as bridge water network design (Savic & Walte
1997), tunnel geometric design (Eid & AbdElrehini3pand structural optimization (AbdElrehanal. 2009).

GAs have many advantages over traditional optingrattechniques (Goldberg 1989). Among other
considerations, they do not need further additiom&rmation than objective function values or &&s
information. This information is used to determthe success or failure of a design in a particefasironment.
Moreover, its ability to find out the optimum or agi-optimum solution, even if the optimization ftina is
non-continuous, non-differentiable and with anyckof constraints, gives it a privileged positionaapowerful
tool in non-conventional optimization problems.
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3.1 GA principals and operators

The simplest form of GA involves three types of igters: selection, crossover and mutation. The rgérfierm
involves other processes: coding, initial populati@litism and termination. The working principasd
operators of GAs are discussed on the following.

3.3.1 Coding

It mostly depends upon the number of decision béegfor analysis and design to be optimized, aedckind of
representation used. The most common schemesrang/ laind real (floating point or continuous) repreation.

It is much easier to represent variables with tinary strings form. For example,4fis coded as a binary integer
of length 4, thus it can take any positions betwe€d000) and 16 (1111) which means that we haveck8ible
positions for z values. By the same wayz i§ coded as a binary integer of length 5, this rmd¢hat we have 32
possible positions for z values. These stringsesgmt genes. A group of genes forms a chromosorey E
chromosome consists of specified genes (i.e. anpbee of any generation has its own values for desig
variables).

3.3.2 Initial population

GAs do not start from a single point; it startshngt group of chromosomes known as the populatiemdiR &
Haupt 2004). A set of such solutions or individulsns the population, and the number of them éssize of
the population. Initial population is also namedpagents. It is responsible for producing the newegation via
next operators.

3.3.3 Crossover

Crossover is a genetic operator that combines &hatwo chromosomes (parents) to produce a new
chromosome. The idea behind crossover is thatéleamromosome may be better than both of the paikitt
takes the best characteristics from each of thewsgver occurs during evolution according to a-dedinable
crossover probability. Crossover includes many nepkes: one-point, two-point, uniform, arithmetiada
heuristic crossover (Coley 2001). In the presentkwall coded design variables are coded as shoeryp
integers of length 4 or 5. Hence, a simple one{pmimssover technique can be used efficiently.

3.3.4 Mutation

Mutation introduces random binary changes in chromees. It plays a decidedly secondary role in the
operation of GAs. Mutation is needed because, ¢veangh reproduction and crossover effectively seamd
recombine extant notions, occasionally they maybex overzealous and lose some potentially usefubtge
material. In artificial genetic systems, the mwtatoperator protects against such an irrecovetabte By itself,
mutation is a random walk through the string sp&¢ken used sparingly with reproduction and crossatés

an insurance policy against premature loss of itambmotions (Goldberg 1989). The probability oftation P,

is a problem dependent. Many researches have Bged/L, wherelL is total chromosome length. Others carry
out mutation by visiting each gene's element amdacing the existing value (Coley 2001). Becauseat®of
important role, many researches concerned with tioatalevelopment. This resulted in variation in atigtn
types from classical regular mutation to modernptila mutation. Any of these types may be applidtth any

of mutation techniques such as flip bit, boundargyn-uniform, uniform or Gaussian mutation. In thregent
work a combination of two different mutation teaiunés (non-uniform and uniform) in adaptive way deseon
user definition is used.

3.3.5 Sdection

Selection can be considered the main operator irs.GFhis operator involves evaluation of produced
chromosomes according to fitness equation and tfecipal “Survival for the Best” and ignores the

chromosomes with the lowest fitness value. So, lsesbmosomes in current generation’s population are
selected for inclusion in the next generation’s yafion. Just like previous operators, selectiompgplied in
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different techniques: roulette, tournament, topcpet, best and random selection. The current dpedlo
algorithm performs extra process with sorting bpdinents and children generations to select thesfitising the
best technique.

3.3.6 Elitism

Elitism is a strategy to guarantee a monotonic awpment in objective function value of the desigriesas
overlapping systems are used. Due to the stocheastice of the evolution process the valuable mttion of
the best individuals of the population can be |d&ien, this strategy copies some of the best iddals into the
next generation without applying any evolutionapgrator in order to avoid this situation. The batabetween
the exploration of the search space and the exrpilit of discoveries made within the space is amreat theme
in GA theory. The more exploitation that is made thster the progress of the algorithm, but thatgrethe
possibility of the algorithm failing to finally I@te the true global optimum. For many applicatitres search
speed can be greatly improved by not losing thd, eselite, member between generations. Ensurigg t
propagation of the elite member is termed elitisrd sequires that not only is the elite member getbcbut a
copy of it does not become disrupted by crossorengation (Coley 2001).

3.3.7 Termination

Termination is the process by which the GA decigdsether to continue searching or stop the search.
Termination is a user specified process. Accordings technique, termination may be limited wittesified
generation number, time or convergence.

4. Shape optimization problem

To define any problem as an optimization problemee elements should be assigned: the target fieetive
function), the design variables affecting that ¢&drand problem constraints. The optimization probéeldressed
herein is to find out the minimum construction cdst a project with a time limit and certain qulit
requirement. Hence, the objective function cantated as:

find X € Ry to minimize f (X)
Subjectto g(X) < 0,i=1, 2, ..., nand
Xte X XV, =12, k

Where, X is the vector of design variables; f (X}he objective function;;(X) is the performance constraints;
and X'j‘ andX?J refer to the lower and upper bounds on the desaables respectively. The objective
function here is construction cost and can be esgae as:

min C=> M, C,, @)

i=1
Where,C is the project overall costM is the construction activity numbér and CM is the activity
execution cost for a certain mode, which is thegihegariable.

The performance constraints include concern for ghagect limited time duratioﬂ_a” and quality level

requiremer,, :

g =Tmax _Tal S O (2)
g :Qra] _Qavg S 0 (3)

Where,TmaX is the expected maximum construction time @gg is the quality average for all project
activities taking weights in consideration.

5. Numerical examples and model application
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Two numerical examples (projects) are presentedrdier to illustrate the feasibility and performarafethe
proposed model. The activities network of the fgsbject is shown in Figure (1). This network amthtions
among activities are taken from Shankar et al.a(®aret al. 2017 and four possible construction modes are
assumed for each activity, as presented in TaBlef@l time, cost and quality. The project consistseight
activities and has nine paths end by one actiVity project has a search space (number of alteensbiutions)

= 4® = 65536 solution.

Figure (1): Activities network (Project 1)

Starting the model run, it calculates minimum arakimum possible values for both time and qualityt ahows
them for the user to select the constraints valdes. this project, the time limit for executiomges from 30 to
73 days and the quality ranges from 88.875 to BRB7So0, the user can choose suitable time andtyaald get
minimum cost. The model also calculates the Optinfume Point (OTP) and Optimum Quality Point (OQP).
OTP can be defined as the time value at which timérmm cost remains constant even for longer ptdjete.

In this project, OTP = 46 days. The model also Wates the OQP which is the quality value at whicé
minimum cost remains constant even for lower gydétels. The OQP at this project is calculatedBa5.
Table (2) shows model results at minimum qualitigjlevTable (3) shows model results at maximum time.

The activities network of the second project isvehdn Figure (2) which introduces the precedendatimships
between activities through the network for thisject The number of available modes for each agtiziong
with the time, cost and quality for each mode afstauction are given in Table (4). The project eamt nine

activities with two ends and three paths.

Table 1. Construction modes (Project 1)

Mode 1 Mode 2 Mode 3 Mode 4

vity 5@ U 2 594 2 5qU 2 594 2
MY §8T T RET T 8§T T 8§D O
3 8 ° 37 3 ° 37 3 ° 37 8 o

Al 10 15000 087 9 16500 0.86 8 18000 0.86 11 15000 0.9
A2 7 10000 092 6 12000 09 5 13500 093 8 9500 0.2
A3 8 16000 0.95 7 17000 0.95 9 16000 0.95 11 13000 0.91
A4 7 11000 0.94 6 13000 0.92 8 9500 0.92 10 9000 0.92
A5 13 18000 0.86 11 21000 0.88 9 25000 0.88 15 17000 0.86
A6 15 25000 0.88 12 30000 09 18 23000 09 20 20000 0.88
A7 6 6000 092 5 7000 091 7 5500 0.88 8 5000 0.88
A8 8 11000 091 9 11000 093 11 10500 091 13 10000 0.9

Table 2. Minimum cost and corresponding activitiesdes for different time values (Project 1)
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inputs Results Activity Mode Results

Time (days) j Cost (L.E) Time(days) Quality (%) A1 A2 A3 A4 A5 A6 A7 A8

73 98500 46 80.25 1 4 4 4 4 4 4 4

60 98500 46 89.25 1 4 4 4 4 4 4 4

50 98500 46 89.25 1 4 4 4 4 4 4 4

46 98500 46 89.25 1 4 4 4 4 4 4 4

44 100000 43 89.25 1 1 4 4 1 4 4 4

42 100000 4 89.625 1 1 4 4 4 4 4 2

40 100000 40 89.375 1 1 4 4 4 4 5 1

33 103500 38 89 2 2 4 4 4 4 4 1

36 104000 36 80.625 1 1 4 4 2 4 4 1

34 107500 34 80.25 2 2 4 4 2 4 4 1

32 110500 32 89.625 3 3 4 4 2 4 4 1

31 113000 31 89.625 2 3 4 4 3 4 4 1

30 114500 30 89.625 3 3 4 4 3 4 4 1

Table 3. Minimum cost and corresponding activitiesdes for different quality levels (Project 1)

inputs Results Activity M ode Results
Quality (%) | Cost (L.E.) Time(days) Quality (%)] A1 A2 A3 A4 A5 A6 A7 A8
88.875 98500 46 89.25 1 4 4 4 4 4 4 4
89 98500 46 89.25 1 4 4 4 4 4 4 4
89.25 98500 46 89.25 1 4 4 4 4 4 4 4
89.5 98500 47 89.625 4 4 4 4 4 4 4 4
89.75 99000 45 89.75 4 4 4 4 4 4 4 3
90 99500 47 90.125 4 4 4 4 4 4 1 4
90.25 100000 45 90.25 4 4 4 4 4 4 1 3
90.5 100500 43 90.5 4 4 4 4 4 4 1 2
90.75 103000 45 90.75 4 4 3 4 4 4 1 3
91 103500 43 91 4 4 3 4 4 4 1 2
91.25 105500 42 91.25 4 4 3 1 4 4 1 2
91.5 108500 42 91.5 4 4 3 1 4 3 1 2
91.875 116500 36 91.875 4 3 3 1 2 3 1 2
Figure (2): Activities network (Project 2)
Table 4. Construction modes (Project 2)
Mode 1 Mode 2 Mode 3 Mode 4
Activity Depndency 52 5 £ §2 45 £ 5§25 £ 525 £
3§y S EEy S EEY S8y ©
s2g 5 5%g &5 s5%g & 55w 3
o] xe] o] xe]
Al 10 3000 0.97 9 3500 0.96 8 3500 0.95 6 4500 0.97
A2 Al 7 5000 0.95 9 4000 0.93 1 3500 0.95 5 6500 0.93
A3 A2 8 9000 0.9 7 10000 0.88 6 12000 0.86 4 15000 0.88
A4 A2 6 8000 0.87 6 7000 0.92 6 9000 0.94 5 11000 0.93
A5 A3,A4 7 4000 0.89 8 3500 0.91 10 3000 0.92 6 4500 09
A6 A5 5 12500 0.96 6 11500 0.97 7 10000 0.96 8 9500 0.95
A7 A6 6 6000 0.97 5 7000 0.98 4 9000 0.98 7 6000 0.98
A8 A4 7 3200 0.95 6 3600 0.94 7 3000 0.9 8 2800 0.94
A9 A8 6 9500 0.91 5 11000 0.9 7 11000 0.91 7 12000 0.94

For this simple example, the search space incldlés 262144 possible solutions. The previously desctib
nine activities project is solved using the progbs®del. The time limit for project execution raadeom 31 to
54 days and the quality ranges from 91.334 to 9/6&6@n this project, OTP = 53 days and OQP = 93.8&ble
(5) shows model results at minimum quality, whible (6) shows model results at maximum time.
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Table 5. Minimum cost and corresponding activitiezdes for different time values (Project 2)

Inputs Results Activity M ode Results
Time (days) | Cost (L.E) Time(days) Quality (%)} A1 A2 A3 A4 A5 A6 A7 A8 A9
54 53300 53 93.667 1 3 1 2 3 4 1 4 1
53 53300 53 93.667 1 3 1 2 3 4 1 4 1
50 54300 50 93.33 1 3 1 2 2 3 1 4 1
45 55800 45 93.333 3 1 1 2 2 4 1 4 1
40 58800 40 93.444 4 4 1 2 2 3 1 4 1
38 59800 38 93.3333 4 4 1 2 4 3 1 4 1
36 61800 36 93.2222 4 4 2 2 4 3 2 4 1
34 64300 34 93.2222 4 4 2 2 4 1 2 4 1
32 68300 32 93 4 4 3 2 4 1 3 4 1
31 75300 31 93.3333 4 4 4 4 4 1 3 4 1

Table 6. Minimum cost and corresponding activitiesdes for different quality levels (Project 2)

Inputs Results Activity M ode Results
Quality (%) [ Cost (L.E) Time(days) Quality (%)} AL A2 A3 A4 A5 A6 A7 A8 A9

91.333 53300 53 93.667 1 3 1 2 3 4 1 4 1
915 53300 53 93.667 1 3 1 2 3 4 1 4 1
92 53300 54 93.7778 1 3 1 2 3 4 4 4 1
92.5 53300 54 93.7778 1 3 1 2 3 4 4 4 1
93 53800 51 93.4444 1 2 1 2 3 4 1 4 1
935 53300 53 93.6667 1 3 1 2 3 4 1 4 1
94 54200 53 94 1 3 1 2 3 3 4 1 1

94.667 60200 52 94.667 1 3 1 3 3 2 4 1 4

6. Computation Procedure and Progression

Processing optimization operators and repeating ttieough generated population leads to convergesward
global optimum. Difficulty of having optimal or gsieoptimal solution increases as convergence mateases. Figure
(3) shows the target function’s value progressionugh 2000 generations for the first project foret limit < 40
days and quality requiremegt 90%. Progression is fast in the starting generstand getting slower later. The
program reaches the optimal value at generatiorbaui92 and settles after that. Figure (4) shoe/pthgression for
the second project through 1000 generations far timit < 40 days and quality requiremeat 92%. The program

reaches the optimal value at generation numbebéftfe settling.
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Figure (3): Generations progress for project 1
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Figure (4): Generations progress for project 2

7. Conclusions

The three interrelated and conflicting objectivésioy project are time, cost, and quality and they the most
important factors to be considered in all constancprojects. Over the years, many research studies been
conducted to model the time-cost relationship. Régecontracts consider the quality performanceaijects
in addition to time and cost. To achieve the prbjejectives, a number of project activities modes
executions have been considered through desigrhiagptoject network. Regarding the huge number of
alternative solutions, the project managers fab@galecision- making problem. In this paper, anrojation
model that deals with time-cost-quality trade-gftimization in construction projects is develop&de model is
based on a GA to find minimum cost for differenality levels at a certain time limit. The goal bktresearch
is to find the best compromise between multiple emiaflicting objectives to help the decision mat@decide
an optimal combination of construction methods elndose the modes which achieve his requirementsil®e
of model formulation are illustrated by two exangpfgojects. The results show that the present rdetha be
used in finding the optimal solution in reasonakl@ning time. The present model provides an attract
alternative for the solution of the construction ltirobjective optimization problems. The result€lide the
optimum time and quality points for both projecthie results show the generations progression dumiodel
run.
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