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ABSTRACT

The study was conducted for understanding the ptes#iation of marketing system of banana in défe hilly
regions of Bangladesh.The objectives of the studsevto estimate costs and margins, to test mankexgration,
and price forecasting of Banana. Secondary datauaed for this study. So the farmers of Bangladelsh are
still suffering from indecision about the futureigas of banana, should come forward to fruits fagras the
analysis provides a positive insights for fruitdtisation. Engle Granger co-integration test wasduto examine
the market integration. Analysis of market integnatshows that banana market in Bangladesh was well
integrated except hilly region of Bangladesh itedo lack of well transportation and communicasgyatem in
hilly region. The study identified some problemsated to transportation facilities, lack of agr@pessing
industries, low prices and natural calamities atgpaied suggested some measures for solving thebkeprs.
Key words: ARIMA model, Engle Granger co-integration, Priceecasting, Market integration, Banana.

INTRODUCTION

Bangladesh is an agricultural country. More thafo8@eople directly or indirectly depends on agricrdt
About 19.29% of GDP is derived from agriculturefiscal year 2011-12 (BBS-2012). Bananas are oneuof
best sources of potassium, an essential minerah&ntaining normal blood pressure and heart fonctSince
the average banana contains a whopping 467 mgtaégiom and only 1 mg of sodium, a banana a day may
help to prevent high blood pressure and protecinagatherosclerosis. About 35,000 children becduhied
each year due to Vitamin-A deficiency. The commafiaient nutrients of Bangladesh are Vitamin-An and
Vitamin-C, riboflavin, folic acid etc. banana, tornand cauliflower are the most in expensive anl sources

of those nutrients. In Bangladesh banana is thg foit crop, which is available throughout the yemnd
consumption rate is also higher than any othetdrut has been associated with man for centumesraany
people consider the banana as on off man’s finest Banana is delicious fruit crop gross widely aver
Bangladesh and most important fruit in the courfigm the stand point of food value and availabjlity
throughout the year (USAID, 1969). Districts of dvigrown Banana are Sylhet, Moulvibazar, Netrokona,
Rangamati, Khagrachhari, Bandarban. In Bangladéstal estimated production of banana was 801000
metritons and cultivated area is 131 acres in 2L.0Fhe characteristics of agricultural commoditiks fruits

are bulky in production and perishable in natuttee Surplus production of different fruits growntiitl regions
are not marketed in proper time due to lack ofgpant and infrastructural facilities. Farmers ubudeprived
from getting the fair price of their product due goesence of large number of seller, low market atein
etc.Rapid distribution of the products to differelistant places ensured the consumers from prexgeiigh
fluctuation of prices. So, the marketing systemuithdoe developed for the welfare of the farmershtaining
incentive price for their product. The study prasdvaluable information for the banana produceasiers and
policy makers in Bangladesh to take appropriatest®ts regarding further expansion of commercigkfa
farming and trading. The demand for different suibr consumption as well as for industrial progeghas
increased significantly in recent years. Throughkettgoment of hill agriculture, by commercially grimg of
different fruits and processed by establishing gtdes, there will be a greater scope for incregagicome and
employment both in domestic and international mistk®efore designing any technological development,
understanding of existing situations are esserifialis the study was conducted for understandingothsent
situation of production, processing and marketipgtesn of magor fruits in different hill regions Bangladesh
with following objectives.
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Objectives

i. To analyse the market integration of banana and
ii. To examine price forecasting of banana

METHODOLOGY
Data sour ces
The present study is based on scondary data. Sagoddta were accumulated from BBS, FAO publication
official records, books, journals and from the was statistical year books. The weekly average edadé prices
of Banana of various markets like Dhaka,Chittagofglhet, Bandarban, Rangamati, Lasha and Cox’sbazar
during 1983 to 2012 were collected from Departnwrigricultural Marketing (DAM). Latter it was coevted
into monthly figures.

Analytical Techniques
The following techniques were used for the analysi

i. Determination of market integration through Englé &ranger co-integration method

ii. Price forecasting analysis by using ARIMA model

In addition, for analysis of important socd@onomic criteria, descriptive statistical toolkeli mean,
percentage was used whenever necessary.

Market Integration:

The main objective of price policy is to safeguéing interests of producers and consumers. The peodu
interest can best be safeguarded if he is paidoapipte price for his product. He gets fair pridfesiarkets are
well integrated. The basic idea behind the measen¢raf market integration is to understand theragdgon
among prices in spatially separated markets (Galatt Babu, 1994, pp. 311-325). Thus integrateckatarare
defined as markets in which prices of differentiaproducts do not behave independently (Monke astdelR
1984, pp. 401-487). If price movement of a commpditone market is completely irrelevant to foregarsce
movements of the same commodity in other markbts,ntarkets are characterized as segmented (Kurdar an
Sharma 2003, p. 203). In well integrated marketsldlemen’s share should be reasonable and consigeers
produce at fair price. So it is very important todarstand whether commodity markets function effity.
Markets function efficiently when these are intégdain price relationships and it is also impematto see
whether infrastructural and technological developiria communication system has improved the fumitig
of commodity markets.

M easur ement of Market Integration by Co-integration Method:

The bulk of econometric theories have been basedhe assumption that the underlying data procsss i
stationary a) stochastic process is said to béstaly if its mean and variance are constant owee and the
value of covariance between two time periods dep@mdlly on the distance or gap or lag between tletinve
periods and not the actual time at which the cevae is computed (Gujarati, 2003, p.797). In pcagtmost
economic time series are non-stationary. Applyiegression models to non-stationary data may ahse t
problem of “spurious or nonsense” correlation (@afia 2003, p. 792). If the time series data likiegs, which
are non-stationary, are used, it usually woulddyghigh R and ‘t' ratios which are biased towards rejecting
null hypothesis of no relationship between theafaslds concerned. To overcome such problems, theepbiof
co-integration was used becauseit offers a meanslawitifying and hence avoiding the spurious.Inighh
inflationary situation like Bangladesh, use of noatiprice to use in estimation to correlation cioght (pair
wise) would be misleading as the force of inflatmrer the years for which, estimated coefficientsyrtend to
show high degree of association between pair aeprof two markets. So, other advanced methodsafsasg
market integration like co-integration method wisbaneeded and that was used in this study. Therlynag
principle of co-integration analysis is that, altgh trend of many economic series show upward am@@rds
over time in a non-stationary fashion, group ofiatsles may drift together.
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Unit Root and Co-integrationTest: The individual price series were tested for thideo of integration to
determine whether they are stationary which is kmas the unit root test (Gujarati, 2003, p.799number of
tests for stationarity are available in the litaraf these include the Dickey-Fuller (DF) test (&g and
Fuller,1979),the Augmented Dickey-Fuller(ADF) td§lickey and Fuller,1981)and the Philips-Perron(Fést
(Perron,1988). For theoretical and practical regstite Dickey—Fuller test is applied to regressiamsin the
following forms:

Y.s a random walk or without constant:

JN e I 2 T - SO )
Y.s a random walk with drift or constant:

AY,= B1+8 Y 1 B e (2)
Y.is a random walk with drift around a stochastinttéconstant plus trend):

A Al I A I A - U (3)

Where t is the time @mid variable.

In each case theull hypothesis is 6 = O(p =1); that is, there is a unit root, that meanst tilme series is non-
stationary. The alternative hypothesis is thas$ less than zero; that is, the time series iSostary. Under the
null hypothesis, the conventionally computed tistas is known as the (tau) statistic, whose critical values
have been tabulated by Dickey and Fuller. If thi Imgpothesis is rejected, it means thati’a stationary time
series with zero mean in the case of (1), thas tationary with a non-zero mean B# (1-p) ] in the case of
(2), and that Yis a stationary around a deterministic trend inagign (3).

It is extremely important to note that the criticalues of the tau test to test the hypothesis dmat0, are
different for each of the preceding three spedifices of the DF test. If the computed absolute eabtithe tau
statistics f) exceeds the DF or MacKinnon critical tau valugs,reject the hypothesis that 0, in which case
the time series is stationary. On the other hanthei computedtd) does not exceed the critical tau value, we do
not reject the null hypothesis, were the time seigenon-stationary.

In conducting the DF test as in (1), (2), or (B)was assumed that the error tepmas uncorrelated. But in case
the g are correlated, Dickey and Fuller have developtbsiknown as the augmented Dickey-Fuller (ADB)}.te

This test is conducted by “augmenting” the precgdiquation by adding the lagged values of the dig@n
variableAY,. The ADF test here consists of estimating if thereterm ¢@s auto correlated, one modifies (4) as
follows:

m
AY =By + Bt +8 Yo+ oy D AV +E¢ oo 4)
i=1

where £, is a pure white noise error term and wher&,.1= (Ye1r~ Yi2), A Yio= (Yo Yia), €tc., that is, one uses
lagged difference terms. The number of lagged diffee terms to include is often determined emplyicthe
idea being to include enough terms so that the ¢égrm in (4) is serially uncorrelated. The nulplyhesis is still

thatd = 0 orp = 1, that is, a unit root exists in Y (i.e., Yrien-stationary).

Spatial Price Relationship: To test the market integration, the following integration regression was run for
each pair of price series:

Yit =o0gtog th T E i (5)

Where, Y and Y are price series of a specific commodity in tworkets i and j, and; is the residual term
assumed to be distributed identically and indepethgleThe test of market integration is straightfard if Y;
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and Y are stationary variables but if the price series/pd as non-stationary then we have to done anttser
(Engle-Granger test)

Testing whether the variables are co-integrateghésely another unit root test on the residual inaign (5).
However, since the jYand Y are individually non-stationary, there is the poifisy that the regression is
spurious. The DF and ADF tests in the present soriee known as Engle-Granger (EG) test whosecatiti
values was provided by Engle-Granger (Ramakuma&@8Y19he test involved regression the first-differe of
the residual lagged level and lagged dependerdhlas (Engle-Granger test) is as follows:

For Engle-Granger (EG) te®gi= BPEr1 vevevevernriennnennn. (6)

If the computed value of ‘t' of regression coeffiot § is higher (in absolute term) than tabulated vatue,
conclusion is that the residuals from the regressi® | (0), that is they are stationary and tlggassion is not
spurious even though individually two variables ao@a-stationary.

Forecasting of Banana Prices

The autoregressive-integrated-moving average (ARINMdel is discussed in detail in Box and Jenkirg94)
and O’Donovan (1983). Briefly, this technique isumivariate approach which is built on the premibatt
knowledge of past values of a time series is defiicto make forecasts of the variable in quest®RIMA
econometric modeling take into account historicaiadand decompose it into Antoregressive (AR) process,
where there is a memory of past events (e.g., tleegp of mangoes of this month is related to theegr of
mangoes of last month, and so forth, with a deangasiemory lag); arntegrated (I) process, which accounts
for stabilizing or making the data stationary, nmakit easier to forecast; andMoving Average (MA) of the
forecast errors, such that the longer the histbdeta, the more accurate the forecasts will bét Esmrns over
time. ARIMA models therefore have three model partars, one for the ARJ process, one for thed) and one
for the MA(Q) process, all combined and interacting among eéwtr and recomposed into the ARIMAd,q).

Autoregressive Integrated Moving Average or ARIMAJ(q) models are the extension of the ARIMA model
that uses three components for modeling the sesiaélation in the time series data. The first comgnt is the
autoregressive (AR) term. The AR(p) model usesptltegs of the time series in the equation. An ARGudel
has the form:

Yt = A]_Yt_]_"' . Ath_p+ E( ...................................... (a.)
Where Y is directly related to one or more past serieaasl

The second component is the integration (d) orelen.t Each integration order corresponds to diffeirenthe
time series. 1(1) means differencing the data odg.means differencing the data d times. Thedtbsmponent

is the moving average (MA) term. The MA(g) modeksighe q lags of the forecast errors to improve the
forecast. An MA(q) model has the following form:

Yt =- (B]_Et_l"' A Bth_q) + E( ............................ (b)

Where Y is related to one or more past random errors.
Finally, an ARMA {,q) model has the combined form of equation a andddthat is:
Y= (AlYt_1+ . Ath_p)-(BlEt_1+ . Bth—q) +E ... (C)

Where Y is related to both past series values and padbrarerrors.
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The As are called autoregressive parameters and® also called moving-average parameters. Tihecspts
on the A’s and B’s are called the orders of theapumaters. There are several additional sets oftsespécific to
the ARIMA analysis. The first is the addition of &ke Information Criterion (AIC) and Schwarz Criter
(SC), which are often used in ARIMA model selecti@mmd identification. That is, AIC and SC are used t
determine if a particular model with a specific skp, d, and g parameters is a good statistitabC imposes a
greater penalty for additional coefficients thae #IC but generally, the model with the lowest Ad@d SC
values should be chosen.

Finding the right ARIMA model takes practice angesience. These AC, PAC, SC, and AIC are highlyulise
diagnostic tools to help identify the correct modekcification. Finally, the ARIMA parameter resukire
obtained using sophisticated optimizations anchitee algorithms, which means that although thectiomal
forms look like those of a multivariate regressighgy are not the same. ARIMA is a much more
computationally intensive and advanced economapproach.

The estimation methodology of the ARIMA model casiof three steps, namely identification, estioratf
parameters and diagnostic checking. The identifinasteps involve the use of the techniques foemahing
the value of p, d, and g. These values were deteenby using autocorrelation and partial autocati@h
functions (ACF and PACF) and Augmented Dickey-RFulleDF) test. Having identified the appropriate nday
values, the next step is to estimate the parametéhe autoregressive and moving average ternisdad in the
model by simple least squares and for this purgBsek Simulator” and SPSS software were used. Havin
chosen a particular ARIMA model, and having estedats parameters, the third step is to whetherctosen
model fits the data reasonably well, or another MRImight do the job as well. One simple test isé&® if the
residuals estimated from the model are white n@@eeo mean, constant variance and is serially uataed); if
they are , we would accept the particular fit; d@t,nwe must start over. Thus, the ARIMA model, papy
known as the Box- Jenkins methodology is an iteegbirocess.

To evaluate and compare that which ARIMA model tia better forecasting power, the data were caitaggbr
into the whole period and the recent period andMRIwas run on this two periods as well as the noean
square (rms)error, rme percent error and the Thaikquality coefficient (U) were calculated. Theniula of
rms error, rms percent error and the Theil’s indigueoefficient (U) are as follows:

2

rms error = \/ii (YtS - Yf‘)
T'a

t

Ys-Y?
rms percent error = 1 (—1)2
TS Y,

1 C s _ya
\/TtZ:l‘,(Yt o)
\/-:II:Z (Yts 2+ -il_-z Yta)Z

t=1 t=1

U=

Where,

%, = forecasted price,

&= actual price and
T= number of forecasted periods.
U will always fall between 0 and 1. If U=0%¥ Y& for all t and there is a perfect fit. If U=1, dmetother hand,
the predictive performance of the model is as Izl @ould be. Forecasting power of a model willhigher for
which U value is found lower.

Before use of data to create ARIMA model, the deda needed to test for stationarity. A seriesatigtary if it
varies more or less uniformly over time, about astant, fixed level. Otherwise, a series is notiegstary if it
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appears to have no fixed level. If fruits pricesdifferent districts are stationary then it meahsytare not
affected by other factors, such as seasonalitydtetc.
In this research, stationarity test was done bydWeanted Dickey-Fuller Regression’s Unit Root Telsy’
setting hypothesis as;

Ho: 8 = 0 (Non-Stationary)

Hi: 8 # 0 (Stationary)
To test the the stationarity or non-stationaritydafa, the Dickey—Fuller (DF) test and ADF testenvapplied to
regressions run in the following form:

Y.s a random walk with drift around a stochastioittréconstant plus trend):
AY, = Bl+ ﬁzt F O Y B (d)

Where,
AY. is the difference of the actual price series
Y. is the 1st order lagged price
and t is the time or trend variable.

If the computed absolute value of the tau staisicdoes not exceed the DF or MacKinnon critical alues,
we do not reject the hypothesis that 0, in which case the time series is non-statipna

ADF test was conducted by “augmenting” the precgdiquation by adding the lagged values of the digr@n
variableAY,. The ADF test is:

m
AYt = Bl + th +6 Yt.1+ Qj ZA Yt—i +£t .......................... (e)
i=1

where&, is a pure white noise error term and wheér&;.1= (Ye1 Yio), A Yio= (Yo Yia), €tc., that is , one uses
lagged different terms.

When the price series of each district was found-stationary, then DF and ADF test ran to madedia
stationary because to predict the future price ddtl@ series must be stationary. In that case théebt was ran
in the following form:

A(AYI) = B1+ th +9d AY'(-1+ B f) (

Where,
A(AY))is the £ difference of the actual price series
AY.. is the T order lag of the differenced price
and t is the time or trend variable.

Again the ADF test was conducted by “augmentingg’ pheceding equation by adding the lagged valudgheof
dependent variabl&(AY,). The ADF test is:

m
AAY )= By + Bt +5 AY o+ 0 D AAY )+ E oo ()
i=1
Where£, is a pure white noise error term and whe@ Y.1)= (AYw1- AY2), A (AY2)=(AY 2~ AY43), etc., that
is , one uses lagged different terms.
If the computed1) value exceeds the critical tau value, we hadctegethe null hypothesis, in that case the time
series is stationary.
The procedure of price forecasting of fruits dismgs above by the researcher assumes that no ebtragr
events occur in the production process. Furtherntbesforecasts are based on total productionuif iroducts,
consumption, price, and exchange rate about curriarthe world fruit market.
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RESULT AND DISCUTION
Spatial Price Relationship

Co-integration Test for Banana (Chapa)

To test the stationary of the data of banana, theubd ADF tests for wholesale price of banana werelucted.
ADF test was applied in case where serial cor@tatéixists and that could be found from the Durbiat&n
statistic (d-value). The estimated ta) $tatistic of the regression coefficient of oneiqe lagged price, DW
statistic and decisions that were undertaken tlee@of Banana of all the selected districts orker were non-
stationary.

Table-1 to Table-2 showed the results of estimatedntegration regression between Rangamati aner oth
markets, Bandarban and other markets, and otheketsato Dhaka for the prices of banana and thel fina
decisions were presented.

Table 1: Spatial Price Relationships between Rangamati and other M arketsfor Banana (Chapa)

Co-integration Test

Markets Co-integrating Regression Engel-Granger Decision

TS ST o g
Rangamati-Chittagong Pégf g?)gs 1- O'(?SZ%BQ) AU= ((;5;9;;)% Co-integrated
RangamatSyhet ooxe (381 (ais)  Coinsgated
o s PRE SOOI s oomu
o Corsoy  PT IS 0E,  aTomeu
Tau ) values (without constant) at 1% and 5% leveligfidicance are -2.55 and -1.95 respectively in the

equation.
™ indicates 1% level of significance.
” indicates 5% level of significance.

In Table 2, it was found that in most of the cabesco-integration regression results provide pasitoefficient
which indicated that movement of prices are in satimection. Bandarban-Dhaka, Rangamati-Lasha and
Rangamati-Cox’shazar markets are integrated. ButdBdan-Sylhet, Bandarban -Rangamati markets ware n
co-integrated.
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Table 2: Spatial Price Relationships between Bandarban and other M arketsfor Banana (Chapa)

Co-integration Test

Markets Co-integrating Regression Engel-Granger Decision
Bandarban -Dhaka P?jgzzgg 0(;355‘;)“ AU= (g;gg)m Co-integrated
Bandarban -Chittagong PSE: 281;‘612 O(O; 3%;; AU= (__%"%58?_)”'1“* Co-integrated
BTN Moo
Bandarban - Rangamati PRRazni: Oég.l4190+ 0.?09;%5; o (_-i..%fa)u_lm Co-irln\:g;rated
Tau () values (without constant) at 1% and 5% leveligfidicance are -2.55 and -1.95 respectively in the

equation.
™ indicates 1% level of significance.
” indicates 5% level of significance.

Table 3: Spatial Price Relationships between Dhaka and other M arketsfor Banana (Chapa)

Co-integration Test

Markets Co-integrating Regression Engel-Granger Decision
Chittagong-Dhaka P|22:=207' (153780 ¥ 2(?_9754&2_') AUF(:S::ZL:%U{M Co-integrated
swonaa PLUSSLE S 0MUT g
soenonn RN OISR WSS o
oraionaa PLISITOSES S OHBUT e

Tau ) values (without constant) at 1% and 5% leveligfidicance are -2.55 and -1.95 respectively in the
equation.

™ indicates 1% level of significance.

“ indicates 5% level of significance.

From the analysis of spatial price integration afiéna for the selected markets pairs, it was obdeas a whole
that those markets are not co-integrated with stacbas which are the surrounding markets or distric
especially the hill regions markets are not cogrdéed with each other but in most cases the distankets are
co-integrated with the hill regions. The followirggthe possible explanation:

Real situation is that, the road and transportatipstem or facilities are very poor and time consgnfor
moving the commodity from the hill regions to thistdnt market including Dhaka and Chittagong antckehe
transfer costs are also high. When srbafiaries or farias brought their product to other hill regions, titery
have to sell the produce at a price that is shghibre from their buying costs as these regionsatse the
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producing area and after deducting their transfsts; often they have to bear losses that meanmstingng and
selling price are not equal and hence these mhda@imes non-integrated.

Market integration does not mean that prices aayesgraphical regions should be the same. Intekaharice
differences may exist because of differences imsfex costs. These differences should not impaér th
transmission of price signals and trade among nsrKenerefore it may be concluded that the refitthis
study strongly support the existence of co-integrain the selected banana market in Bangladeshalgeod
communication facilities especially of cell phorzhnology and good infrastructural availabilitiencmg the
market centres in Bangladesh except the hills regio

Forecasting of Banana Prices
The most growing variety in the hill regionsG@hapa and price data of banana (per 100 pieces) wasctedle
from 2005 to 2011 and this type of banana is abkblan all year round. Prediction of next four ygaices
(2012 - 2015) was estimated (Table 4 and Tabl&&ing the whole period and recent period price ,dht@best
selected model for Bandarban was (p,d,q) = (1,Jahy (p,d,q) = (1,1,0) and for Rangamati it wasl (), =
(1,1,2) and (p,d,q) = (1,1,0) respectively. It vexserved from the table that, when whole periodepdata were
used then for example in 2014, the predicted ppezsl00 piece of banana in Bandarban districtlvallTk. 231
and in Rangamati it will be Tk. 189 which are 3486 d 7% higher than those of the price of 2011. Bygl
recent period data this price may be Tk. 204 andlL7R respectively that are 19% and 11% higher thamprice
of 2012.
In all the tables of forecasting it was observedt,tthe forecasted prices for banana of the stuesisashown
upward pattern and also the interval between lcamer upper price limit was very close to the forémagprice
and also the forecasting error was too small. Soptople living in hill regions can cultivate mdraits for
intensifying the land use as the decision to w@ilire land for fruits cultivation greatly dependstbe future
expectation of prices.
This study made the best effort to develop a shartforecasting model of banana prices in hill oegi of
Bangladesh. To meet up this objective the collediata were segmented in two parts and that wereviioée
period price data and the recent period price déith the help of the best selected values of gndi q, ARIMA
model was fitted on both periods price data andpzoed with one another to evaluate which modelthas
better forecasting power. It was observed thattbeel based on the recent period price data haseter and
more accurate forecasting ability than the modskHdaon prices for longer period. So conclusionsevagawn
on the basis of the model based on the recentgerice data. As data were available upto the 264r so
prediction was done for the next four years thaamseupto 2015 but as the current year is 2013esprigdicted
price for the year 2014 and 2015 will be used folicy guidline. To provide guideline to the farmeshat
percentage in price would increase, the price d22@as considered as base. In brief the majdirfgs are as
follows:

> If the existing trend of prices will continue antktfactors that affects prices would not be changed

abruptly then in 2014 and 2015 price will show aeréasing trend.
» In 2014 and 2015, banana prices may be increasdd®¥%yand 23% in Bandarban, 11% and 15% in
Rangamati .

It is very encouraging that for all fruits in alstticts the percentage increase in price fromyter 2012 ranges
from 5% to 25% for the next two years. So the fasv@ the hilly areas of Bangladesh who are in @iglen
about the future prices ofbanana should come fahw@fruits farming as the analysis provides a fpasinsight
for fruits of banana cultivation.
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Table 4: Forecasted price (Tk/100 pieces) of banana in Bandarban

Bandarban (whole period)

Bandarban (recent period)

ARIMA (1,1,1) ARIMA (1,1,0)
Y ear Month
Lower Upper Lower  Upper
Forecast Average o o Forecast Average o o
limit limit limit limit
January 205 158 252 191 115 268
February 207 158 255 192 112 272
March 208 159 257 193 109 276
April 210 159 260 193 106 281
May 211 160 262 194 103 285
N June 213 213 161 265 195 195 101 289
5 July 214 (23.8) 161 267 196 (13.4) 98 293
August 216 162 269 196 96 297
September 217 163 272 197 93 301
October 219 163 274 198 91 305
November 220 164 276 198 88 309
December 221 165 278 199 86 313
January 223 165 280 200 83 317
February 224 166 282 201 81 320
March 226 167 285 201 78 324
April 227 168 287 202 76 328
May 229 169 289 203 73 332
N June 230 231 169 291 203 204 71 336
'S July 231 (34.3) 170 293 204 (18.6) 69 340
August 233 171 295 205 66 344
September 234 172 297 206 64 347
October 236 173 299 206 61 351
November 237 173 301 207 59 355
December 238 174 303 208 57 359
January 240 175 305 208 54 362
February 241 176 307 209 52 366
March 243 177 308 210 50 370
April 244 177 310 211 47 374
May 245 178 312 211 45 377
N June 247 247 179 314 212 212 43 381
e July 248 (43.6) 180 316 213 (23.3) 41 385
August 249 181 318 213 38 389
September 251 182 320 214 36 392
October 252 182 322 215 34 396
November 254 183 324 216 31 400
December 255 184 326 216 29 403

Note: Figure within () shows the percentage insesdrom the price of the year 2012
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Table 5: Forecasted price (Tk/100 pieces) of banana in Rangamati
Rangamati (whole period) Rangamati (recent period)
Y ear Month ARIMA (1,1,2) ARIMA (1,1,0)
Lower  Upper Lower Upper
Forecast Average o S Forecast Average o S
limit limit limit limit
January 175 159 192 171 154 188
February 176 159 193 171 153 190
March 177 159 195 172 153 191
April 178 159 196 172 153 192
May 178 159 198 173 152 193
N June 179 180 159 199 173 174 152 195
5 July 180 (11.8) 160 200 174 (8.1) 152 196
August 181 160 202 174 152 197
September 182 160 203 175 151 198
October 182 160 205 175 151 199
November 183 160 206 176 151 201
December 184 161 208 176 150 202
January 185 161 209 177 150 203
February 186 161 210 177 150 204
March 187 161 212 178 150 205
April 187 162 213 178 149 207
May 188 162 215 178 149 208
N June 189 189 162 216 179 179 149 209
'S July 190 (17.4) 162 217 179 (11.2) 149 210
August 191 163 219 180 148 211
September 191 163 220 180 148 212
October 192 163 221 181 148 214
November 193 164 223 181 148 215
December 194 164 224 182 148 216
January 195 164 225 182 147 217
February 196 164 227 183 147 218
March 196 165 228 183 147 219
April 197 165 229 184 147 221
May 198 165 231 184 147 222
N June 199 199 166 232 185 185 146 223
T July 200 (23.6) 166 234 185 (14.9) 146 224
August 200 166 235 186 146 225
September 201 166 236 186 146 226
October 202 167 238 186 145 228
November 203 167 239 187 145 229
December 204 167 240 187 145 230

Note: Figure within () shows the percentage insesdrom the price of the year 2012

CONCLUSION

The banana growers were bound to sell major pathiefproduce at advance selling due to immediath c
need. High price gap was found between producetssansumer’s level due to inefficient marketingteys. It
discourages the producers to produce more banaits ift future. On the other hand price forecastidicates
that the next two year price will increasing traretween 5% to 25% which will be encourage thenéarfor
more banana production. Transportation and comratinit and storage facilities were the barrier farket
integration in the hilly areas. Nevertheless, béahmer and trader encountered various problemsnguri
marketing of banana. Most of the farmers mentiohed poor knowledge about banana production tecigyol
and lack of irrigation water was the major probleshghe banana production.
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RECOMMENDATION

Co-operative marketing system should be developehsure assured market and better price of fofiianana
for the farmers and intermediaries. Governmentapei entrepreneurs and NGOs should establish agedb
processing plant at different fruits growing areaih a view to domestic use as well as to expagtghoduct at
international markets for increasing income anelihood pattern of the hilly farmers. Private epteneur
should come forward to establish storage facilig@sthe important fruit concentrated areas andeurdfit
wholesale and retail markets which will be helgful development of better integration among théytdreas
market. Transportation facilities should be ensufedthe farmers and intermediaries to carry frditsm
farmyard to local market place or in distant biggearket where they are likely to get better pritmstheir
productsAs price uncertainty can be minimised ifgs can be forecasted well ahead and necessps/csa be
taken against production and post-harvest lossdbhes€indings of this study would be more useful folicy
makers, researchers as well as producers for féruite production policies.
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