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Abstract
In today’s market environment a fierce competition is being experienced. It can be clearly stated that the businesses that determine the customer profiles well and manufacture related products in accordance with the requests/needs of the customers gain superiority over their rivals. Within this scope, this fact is also an important issue for the companies that are trying to keep up with other competitors in the insurance sector. In this study, this critical problem of EPD which is an agency of Allianz Insurance was solved by using Rough Set Theory (RST) method. Ten condition attributes (i.e. age, gender, etc.) were examined in the study. Decision attribute is the variable of the insurance type which includes individual retirement, health and life insurances. With the method of RST, a set of rules were identified which may help in developing strategies that will bring in new customers to EPD while keeping present ones. The attained results were presented to the executives of EPD. The executives have re-determined their marketing strategies in compliance with these results and exercised these strategies accordingly. Feedbacks from the executives indicated that the RST helps in facilitating the development of marketing strategies based on the characteristics of the customers and determining their profiles.
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1. Introduction
In this day and age, the borders among the countries have disappeared and a global market environment has occurred. Therefore, the businesses tend to manufacture products which meet the requests/needs of their customers completely in order to be the preferred one among a large variety of options. In other words, it can be said that the key factor of gaining superiority in this competitive environment is related to the customer perception. For this reason, companies should determine customer profiles well and target appropriate customer groups. In the insurance branch, product designing concerns a large group of customers because it takes into consideration different kinds of demands (Çildağ 2007). The competition in this sector has increased more in recent years especially together with the application of state incentives to insurance of individual retirement. For this reason, it can be stated that the superiority of insurance companies over their rivals succeeds by means of recognizing the customers appropriately.

It is a very significant problem for the insurance companies to produce information related to the customer profiles and detect the suitable insurance product that will be preferred by the customers. In this study, the problem of determining the insurance product preferences of the customers of EPD was solved by Rough Set Theory (RST). As a result, characteristics which are efficient in the insurance product preferences were identified. By taking advantage of this information, specification of the decision rules is also aimed. This study consists of four sections. In the first section, brief information is given regarding the study area. In the next section, a review of RST is presented. The third section includes the application by which the characteristics that are efficient on the insurance type preferences of the customers of EPD were determined and with this information the decision rules were acquired by using RST. Last section includes the evaluation of the outcomes and recommendations to the executives of EPD.

2. Rough Set Theory
Rough Set Theory (RST) which was developed by Pawlak in 1982 is a mathematical method based on sets theory (Pawlak 1982). The philosophy of RST is based on the assumption that there is some information which are related to the characteristics of each object although these information have not been revealed. In other words, in contrast with the classical set theory in which the set is defined as single with its elements without another additional data, RST is based on the assumption that at the beginning there is a particular need for some data regarding the elements of the set in order to define it (Ağırşın 2009; Jaaman et al. 2009).

The main objective of RST method is to degrade the data sets, acquire meaningful decision rules by discovering the hidden data patterns and derive new information by means of these rules. In addition, RST is also used for the purposes such as deleting the unnecessary data from the set and predicting the deficient observations (Chen et al. 2010; Uyar & Kaya 2011). In the literature; other methods like decision trees, artificial neural networks, particle swarm optimization, bayes/naive bayes, k-nearest neighborhood, event based causing, genetic algorithms and genetic programming are also used for these purposes (For detailed examination, see Jagielska et al. 1999;
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All the data related to the decision problem take place in a decision system. This system which is shown as a information system. Namely, there are attributes related to the units in the columns and units in the rows and also expressed as the indiscernibility formula or equivalence relation. (x_1 \in \mathbb{V}_a \rightarrow V_a \text{ for any attribute of } a. Here, V_a is the value set of the attribute of a (Lee & Vatchsevanos 2002).

The decision system is the table formed with the addition of decision attribute to the last column of the information system. Namely, there are attributes related to the units in the columns and units in the rows and also in the decision system as it is in the information system. However, the last column of the table related to the decision system is the column of class label, namely decision attribute. The value (namely the data of decision attribute) of the units depending on the decision attribute takes place in this column. Decision system is shown as D=(U, A \cup \{d\}, \mathbb{V} ). Here, d is the decision attribute and the set of condition attributes is not the element of A (Ayhan & Erdoğanmuş 2010).

2.4 Determining the indiscernibility relations and set approximations

2.4.1 Determining the indiscernibility relations

All the data related to the decision problem take place in a decision system. This system which is shown as a table may present a large scale because of the inclusion of some unnecessary and excessive attributes and the repetition of the similar units. This situation negatively affects the ending time of the method, namely the performance. The data should be reduced for the purpose of terminating this negative situation. In RST, indiscernibility relations are used for the purpose of reducing the data (Ayhan 2014). While the information system is S=(U,A), indiscernibility relation is shown as the formula of IND

\[ \text{IND}_a(B) = \{(x_1,x_2) \in U \times U : \forall a \in \mathbb{B}, a(x_1) = a(x_2)\}. \]

According to this formula, for the attribute of a, if the values taken by the units of \( x_1 \) and \( x_2 \) are equal, the units \( x_1 \) and \( x_2 \) are indiscernible from each other for the
attribute of a; and it is said that they belong to the same class of equivalence (Zhao et al. 2007).

2.4.2 Determining the set approximations
Determining the inclusion of the units with their present characteristics to classes with the use of indiscernibility relations may not be certain. In this situation, the units that definitely belong to a set and the units which probably belong to this set are determined with the lower and upper approximations. The units definitely belong to X set are determined by taking the values of units with respect to attributes into consideration with lower approximation; and X set is named as lower approximation set. Lower approximation set is shown with the equation $B_X = \{ x | x \subseteq X \}$ (Yao & Herbert 2007). However, upper approximation provides the determination of the units that are probable to be the element of X set by taking the attribute values of the units into consideration. This set which is named as upper approximation set is expressed as $\overline{B}_X = \{ x | x \cap X \neq \emptyset \}$. From this point, it is certain that each element of $B_X$ which is the lower approximation set belongs to X set. It is not certain but probable that each element of $\overline{B}_X$ which is the upper approximation set belongs to X set. The set consisting of the units which cannot be decided whether they are the elements of X set or not is named as the border region. In other words, it may not be explained whether the unit gets in a set by using existing data or not. The border region is shown as $B_{N_B}(X)$, and expressed by the equation $B_{N_B}(X) = B_X - \overline{B}_X$. If $B_{N_B}(X)$ is not an empty set, the existence of a rough set is the matter (Telçeken & Doğan 2004).

2.5 Determining the reduced sets
Some attributes in an information system can be extracted from the table without losing the basic characteristics of the table. Assume that an attribute of a belongs to B and $B \subseteq A$. If $I(B) = I(B - \{a\})$, the attribution of a is unnecessary in B set. In a condition in which this equation is not provided, the attribute of a is necessary in B set (Ayhan & Erdoğlu 2010). The subsets which are formed in this way and do not require unnecessary attributes are called reduced sets (Narlı & Sinan 2011). The intersection of all reduced sets is called as the core attribute set. Core attribute set can be an empty set. The combination of all reduced attribute sets related to an information system S is shown as RED(A). RED(A) includes all sets of A which have been reduced (Aydoğan & Gencer 2007; Tsang et al. 2008).

2.6 Forming decision rules
Decision rules are acquired by taking the reduced attribute sets into consideration (Uyar & Kaya 2011). The decision rules formed according to these sets are the propositions dependent on the values of decision attributes against condition attributes. A decision rule can generally be expressed as “If a unit takes the value of a against the condition attribute of a, the decision attribute of that unit will take the value of d_i.”.
Each decision rule has a percentage of accuracy. The percentage of accuracy which is a scale of the accuracy of decision rules is called as the rate of explanation. This rate is shown as $\alpha_B(x)$ (Ayhan & Erdoğlu 2010; Lee & Vatchsevanos 2002). S=(U, A) being an information system and $B \subseteq A$, $X \subseteq U$; the prediction accuracy is attained with the formula $\alpha_B(x) = \frac{|B_X|}{|X|}$ (Erden & Tüysüz 2014).

3. Determining the Insurance Preferences of the Customers with the Use of Rough Set Theory
3.1 Definition of the problem
EPD is an insurance agency serving since 2006. The company desires to recognize the customers better and present them suitable products in order to survive in a highly competitive environment by increasing its market share in the sector. Therefore, the executives of EPD would like to determine the profile of their customers and depending on this, the suitable type of insurance will be presented to the customers. This problem of EPD was solved by using RST. The characteristics of customers which are efficient on the insurance preferences were determined and decision rules depending on these characteristics were formed. For this purpose, firstly, the condition and decision attributes in the problem were identified. In order to determine above mentioned attributes a team was formed which includes a customer representative who is an officer in the company, an insurance expert and the manager of the company. An interactive study at all stages of the solution process was conducted with this team. As a result of the interviews conducted with the team, condition attributes/decision attribute and the levels of these attributes which is given in Table 1 was acquired.
Table 1. Condition attributes /decision attribute handled in the study and their levels

<table>
<thead>
<tr>
<th>Name of attribute</th>
<th>Levels</th>
<th>Codes related to their levels</th>
<th>Type of attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>18-25, 26-33, 34-41, 42-49, 50-57, 58-65, 65+</td>
<td>1, 2, 3, 4, 5, 6, 7</td>
<td>Condition attribute</td>
</tr>
<tr>
<td>Gender</td>
<td>Male, Female</td>
<td>1, 2</td>
<td>Condition attribute</td>
</tr>
<tr>
<td>Marital status</td>
<td>Married, Single</td>
<td>1, 2</td>
<td>Condition attribute</td>
</tr>
<tr>
<td>Level of education</td>
<td>Illiterate, Primary school, Secondary school, High school, University, Master’s degree/Doctorate</td>
<td>1, 2, 3, 4, 5, 6</td>
<td>Condition attribute</td>
</tr>
<tr>
<td>Occupation</td>
<td>Engineer, Teacher, Nurse, Officer, Worker, Doctor, Businessman</td>
<td>1, 2, 3, 4, 5, 6, 7</td>
<td>Condition attribute</td>
</tr>
<tr>
<td>Business sector</td>
<td>Private, Public</td>
<td>1, 2</td>
<td>Condition attribute</td>
</tr>
<tr>
<td>Level of income</td>
<td>1000 and -, 1001-2000, 2001-3000, 3001-4000, 4001-5000, 5000 and +</td>
<td>1, 2, 3, 4, 5, 6</td>
<td>Condition attribute</td>
</tr>
<tr>
<td>Number of children</td>
<td>0, 1, 2, 3 and +</td>
<td>0, 1, 2, 3</td>
<td>Condition attribute</td>
</tr>
<tr>
<td>Owning a house</td>
<td>Yes, No</td>
<td>1, 2</td>
<td>Condition attribute</td>
</tr>
<tr>
<td>Owning a car</td>
<td>Yes, No</td>
<td>1, 2</td>
<td>Condition attribute</td>
</tr>
<tr>
<td>Type of insurance</td>
<td>Individual retirement insurance, Life insurance, Health insurance</td>
<td>1, 2, 3</td>
<td>Decision attribute</td>
</tr>
</tbody>
</table>

As it can be seen in Table 1, it was decided that a total of 10 customer characteristics which are age, gender, marital status, level of education, occupation, business sector, level of income, number of children, owning a house and owning a car was taken as condition attributes. Decision attribute is the type of insurance. In this study, in accordance with the opinions of the company executives, it was decided that three types of insurance; individual retirement, life and health insurance which includes the best-selling products were handled as the levels of decision attribute.

3.2 Implementation

In this study, the data was collected from 500 people who are the customers of EPD by taking the variables listed in Table 1 and their related levels into consideration. After collecting the data, the information and decision systems were formed. As a result, an information system with the dimensions of (500x10) in which each customer and owning a car was taken as condition attributes. Decision attribute is the type of insurance. In this study, in accordance with the opinions of the company executives, it was decided that three types of insurance; individual retirement, life and health insurance which includes the best-selling products were handled as the levels of decision attribute.

3.2 Implementation

In this study, the data was collected from 500 people who are the customers of EPD by taking the variables listed in Table 1 and their related levels into consideration. After collecting the data, the information and decision systems were formed. As a result, an information system with the dimensions of (500x10) in which each customer takes place in the row and each condition attribute takes place in the column was acquired. The table of decision system is a table with the dimensions of (500x11) which is formed by the addition of decision attribute to the last column of the table of information system. A part of the decision system is shown in Table 2 as sample.
Table 2. A part of the table of decision system formed in this study

<table>
<thead>
<tr>
<th>Customer no</th>
<th>Age</th>
<th>Gender</th>
<th>Marital status</th>
<th>Level of education</th>
<th>Occupation</th>
<th>Business sector</th>
<th>Level of income</th>
<th>Number of children</th>
<th>Owning a house</th>
<th>Owning a car</th>
<th>Type of insurance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
<td>Male</td>
<td>Single</td>
<td>University</td>
<td>Worker</td>
<td>Private</td>
<td>3000</td>
<td>0</td>
<td>No</td>
<td>No</td>
<td>Individual retirement</td>
</tr>
<tr>
<td>2</td>
<td>42</td>
<td>Female</td>
<td>Married</td>
<td>High school</td>
<td>Nurse</td>
<td>Private</td>
<td>2500</td>
<td>2</td>
<td>Yes</td>
<td>Yes</td>
<td>Individual retirement</td>
</tr>
<tr>
<td>3</td>
<td>37</td>
<td>Male</td>
<td>Married</td>
<td>University</td>
<td>Engineer</td>
<td>Private</td>
<td>4000</td>
<td>2</td>
<td>Yes</td>
<td>Yes</td>
<td>Life</td>
</tr>
<tr>
<td>4</td>
<td>24</td>
<td>Female</td>
<td>Married</td>
<td>University</td>
<td>Nurse</td>
<td>Private</td>
<td>3500</td>
<td>0</td>
<td>No</td>
<td>Yes</td>
<td>Individual retirement</td>
</tr>
<tr>
<td>5</td>
<td>33</td>
<td>Female</td>
<td>Married</td>
<td>University</td>
<td>Worker</td>
<td>Private</td>
<td>2500</td>
<td>1</td>
<td>No</td>
<td>Yes</td>
<td>Individual retirement</td>
</tr>
<tr>
<td>6</td>
<td>32</td>
<td>Male</td>
<td>Married</td>
<td>University</td>
<td>Officer</td>
<td>Private</td>
<td>2500</td>
<td>1</td>
<td>No</td>
<td>Yes</td>
<td>Individual retirement</td>
</tr>
<tr>
<td>7</td>
<td>29</td>
<td>Male</td>
<td>Married</td>
<td>University</td>
<td>Teacher</td>
<td>Public</td>
<td>3000</td>
<td>1</td>
<td>Yes</td>
<td>Yes</td>
<td>Health</td>
</tr>
<tr>
<td>8</td>
<td>25</td>
<td>Female</td>
<td>Married</td>
<td>High school</td>
<td>Worker</td>
<td>Public</td>
<td>2100</td>
<td>0</td>
<td>No</td>
<td>Yes</td>
<td>Health</td>
</tr>
<tr>
<td>9</td>
<td>34</td>
<td>Female</td>
<td>Married</td>
<td>University</td>
<td>Engineer</td>
<td>Private</td>
<td>3000</td>
<td>1</td>
<td>No</td>
<td>Yes</td>
<td>Individual retirement</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>Female</td>
<td>Married</td>
<td>University</td>
<td>Worker</td>
<td>Private</td>
<td>2000</td>
<td>0</td>
<td>No</td>
<td>No</td>
<td>Individual retirement</td>
</tr>
</tbody>
</table>

The analysis step of the RST process consists of determining the lower and upper approximations, obtaining the set of core attributes and attaining decision rules. For these purposes, ROSE2 (Rough Sets Data Explorer) is widely used software that applies RST process and generates decision rules (Erden & Tüysüz 2014). Therefore, in this study, ROSE2 software was used for all the analyses and results were given in the next section.

3.3 Results
After forming the information and decision systems, the lower and upper approximations related to each level of decision attribute and the accuracies of prediction was determined. The results are given in Table 3.

Table 3. The lower and upper approximations related to the level of decision attribute and the accuracies of prediction

<table>
<thead>
<tr>
<th>Classes</th>
<th>The number of units in lower approximation set</th>
<th>The number of units in upper approximation set</th>
<th>Prediction accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>174</td>
<td>194</td>
<td>0.8969</td>
</tr>
<tr>
<td>2</td>
<td>212</td>
<td>230</td>
<td>0.9217</td>
</tr>
<tr>
<td>3</td>
<td>94</td>
<td>106</td>
<td>0.8868</td>
</tr>
</tbody>
</table>

The quality of classification: 0.9600

As it can be seen in Table 3, the prediction accuracy is very close to 1.000 for all levels of decision attribute. These values show that the customers will most probably belong to one of the classes of insurance types that they have preferred depending on condition attributes. Also the quality of classification was obtained as 0.96. This value verifies the ability of rough set to deal with the uncertain knowledge of the data used in this study (Lazim et al. 2012).

After obtaining the lower and upper approximations, reductions were made by attaining indiscernibility matrix and function. As a result of the conducted reductions, the set of core attributes are acquired and given in Table 4.
As it can be seen in Table 4, all condition attributes have taken place in the set of core attributes. According to this, it can be said that the insurance type preferences of customers are affected by all condition attributes which are handled in this study. Therefore decision rules will be formed according to the values of these attributes. As the last stage, decision rules were obtained by taking the set of core attributes given in Table 4. In the study, a total of 38 decision rules whose rate of explanation changes between 6.67 % and 89.95 were obtained. The first five rules with highest rate of explanation were selected out of these rules and given in Table 5.

### Table 5. Decision rules attained in the study

<table>
<thead>
<tr>
<th>Rule no</th>
<th>Rules</th>
<th>Rate of explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(Occupation = Teacher) &amp; (Business Sector = Public) &amp; (Owning a House= No) =&gt; (Type of Insurance = Life insurance)</td>
<td>0.8995</td>
</tr>
<tr>
<td>2</td>
<td>(Gender = Female) &amp; (Occupation = Teacher) &amp; (Business Sector = Public) =&gt; (Type of Insurance = Life insurance)</td>
<td>0.7717</td>
</tr>
<tr>
<td>3</td>
<td>(Age = 26-33) &amp; (Marital Status = Married) &amp; (Business Sector = Private) &amp; (Number of Children = 1) =&gt; (Type of Insurance = Individual retirement insurance)</td>
<td>0.4153</td>
</tr>
<tr>
<td>4</td>
<td>(Level of Education = University) &amp; (Business Sector = Public) &amp; (Number of Children = 2) =&gt; (Type of Insurance = Life insurance)</td>
<td>0.3836</td>
</tr>
<tr>
<td>5</td>
<td>(Level of Education = High School) &amp; (Number of Children = 0) =&gt; (Type of Insurance = Health insurance)</td>
<td>0.2551</td>
</tr>
</tbody>
</table>

As it can be seen in Table 5, the decision rule with the highest rate of explanation (89.95 %) is Rule 1. Namely, teachers, who work in public sector and do not own a house, prefer the product of “Life Insurance” with the probability of 89.95 %. The other rules are interpreted similar to Rule 1. According to Rule 2, female teacher customers and working in public sector purchase the product of “Life Insurance” with the probability of 77.17 %. The result which is obtained from Rule 3 is that the customers who are between the age group 26-33, married, working in private sector and have one child opt for “Insurance of Individual Retirement” with the probability of 41.53 %. According to Rule 4, it can be seen that the customers with the educational level of university, working in public sector and have two children prefer the product of “Life Insurance” with the probability of 38.36 %. When Rule 5 which is the last rule given in the study is examined, it is seen that the customers who have graduated from high school and do not have any children prefer “Health Insurance” with the probability of 25.51 %.

### 4. Discussion and Conclusions

In this study, the problem of determining the insurance preferences of the customers of EPD was handled by taking the profile of customers into consideration. Producing data related to the profiles of the customers and determining the insurance product which will have the highest purchasing potential is a complex problem. In this study, this problem was solved by using Rough Set Theory (RST). With RST, the customer characteristics which are efficient on insurance type preferences of customers were determined and decision rules were formed by taking advantage of these data.

In the study, a total of ten condition attributes being age, gender, marital status, level of education, occupation, business sector, level of monthly income, number of children and owning a house and car were taken. Decision
attribute is the variable of insurance type that includes individual retirement, health and life insurance. As a result of the analysis, it was determined that all condition attributes that were handled have a significant role in determining the insurance type preferred by the customers. When the decision rules related to the insurance type preferences of customers are examined, the customers who are teachers, working in public sector and do not have a house prefer the product of life insurance. The rate of explanation of this decision rule is 89.95%. Namely, the possibility of preferring life insurance is 89.95% for the customers with these characteristics. Moreover, it was determined that the customers who are females, teachers and working in public sector will prefer the product of life insurance with the probability of 77.17%; the customers who are between the age group 26-33, married, working in private sector and have one child will prefer the product of individual retirement with the probability of 41.53%; the customers who are the university graduates, working in public sector and have two children will prefer the product of life insurance with the probability of 38.36%; and the customers who are graduates of high school and have no children will prefer the health insurance with the probability of 25.51%.

Consequently, in the study, an efficient way of solution was developed for the executives who are aware of the fact that the key factor in increasing market share is hidden in the “recognition of the customer”. Detailed suggestions were presented to EPD executives who face this complex decision problem. The executives revised their marketing and target group strategies for each product in accordance with the decision rules obtained from this study. The strategies that were determined by the rules were exercised effectively in marketing phase by EPD. This study will shed light on both researchers who conduct scientific studies related to this topic and the executives facing similar kinds of administrative problems.
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