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Abstract 

One  of  the  assumptions  of  Classical  Linear  Regression  Model (CLRMA),  is  that  the  regression  model be  

‘correctly’   specified.  If  the  model  is  not  ‘correctly’  specified,  the  problem  of  model  misspecification  

error arises. The objective of the study is to know the performances of the estimator and also the estimator that is 

greatly affected by misspecification error due to omission of relevant explanatory variable.  Four simultaneous 

equation techniques (OLS, 2SLS, 3SLS, LIML) were applied to a two-equation model and investigated on their 

performances when plagued with the problem of misspecification error. A Monte Carlo method simulation 

method was employed to investigate the effect of these estimators due to misspecification of the model. The 

findings revealed that the estimates obtained by 2SLS and 3SLS are similar and variances by all the estimates 

reduced consistently as the sample size increases. The study had revealed that 2 3 SLS performed best using 

average of parameter criterion while OLS generated the least variances. LIML is mostly affected by 

misspecification. 
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1. INTRODUCTION 

The first step in any econometric research, is the specification of the model with which, one will attempt the 

measurement of the phenomenon being analysed that is, to study the relationship between economic variables. 

Most econometric relationships are subject to misspecification. Misspecification errors occur when the 

true model is not known, and these can arise as are result of omission of relevant explanatory variable(s), 

inclusion of redundant variable(s), errors of measurement or adoption of wrong functional form. 

Consequently, misspecification of models is difficult to avoid, it can lead to biased coefficients and 

error terms, which in turn can lead to incorrect inference and models. Swamy and George (2008). 

OLS is mostly inefficient since its estimates are inconsistent but is used here to facilitate comparison. 

2SLS and LIML methods use the same amount of information; they have the same degree of efficiency since 

they use all the predetermined variables of the method. 

3SLS and FIML methods are complete systems techniques and use more information than any of the 

above methods, because apart from all the variables of the system, they also use information concerning the 

mathematical form of the equations, that is, they take into account the structure of all the equations of the 

system).  In general, these two methods have the same efficiency. It should be noted that if all assumptions based 

on each method are satisfied including no specification error, FIML and 3SLS seem the best methods since they 

are the most efficient of all the others. However, these methods are generally more sensitive than the others to 

specification errors, because an error of specification anywhere in the system affects all the parameter estimates. 

Given therefore our uncertainty about the correctness of the specification of our model, as well as the 

errors in variables and the extremely complicated computations of FIML and 3SLS and in particular FIML, it 

seems that these methods are the least attractive for economic research. For this reason, only 3SLS method is 

used in this study while FIML is completely dropped for its complexities, (Adepoju and Olaomi (2009)) 

Small sample properties of various econometrics techniques have been studied by many authors 

including Bryon (1972), Light (2010), Shoukwiller (2010).  Wagnar (1958) in his work  employed Monte Carlo 

to compare small properties of LIML, Single Equation Least Squares (LISE) and concluded that least squares 

generally gives more biases, but less variable estimates than LISE method, while Nagar A.L (1960) using Monte 

Carlo approach concluded that 2 3SLS showed the smallest bias. 

The estimation problem posed by the existence of misspecification error due to omission of relevant 

explanatory variable in the model is examined in this study. The estimation techniques are judged for their 

performances using average of estimates and variance of parameter estimates. 

 
2. PRESENTATION OF THE MODEL 

Consider the following model; 

= + +                                 (1) 

                                    = + + +  
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Where   ,  and , ��   are the endogenous and exogenous variables respectively.   and  

denote stochastic disturbance terms which are assumed to be independently and identically normally distributed 

with zero mean and finite variance-covariance matrix   i.e.    NID (0, ).   ,  , ,  and  

are the coefficients of predetermined variables. 

 

3. MATERIALS AND METHOD 

The method employed in this study is a Monte Carlo approach.  The main task of Monte Carlo approach is the 

generation of stochastic dependent (endogenous) variables i.e   and   which are subsequently used in 

estimating the parameters of the model, to achieve this, the following have to be assumed. 

(i)   Values of the parameters of the model which are: 

=1.5, , = 2.0 

(ii)  Values of elements  

i.e     =     

(iii)  Values of predetermined variables    ��	and  (t=1... T) 

These values were obtained from uniform distribution with mean 0 and standard deviation 1   (Kmenta 

(1971)). Samples sizes were set at N=10, 20 and 30each replicated 250 times. 

   

   =  

             Then    =     

     +         = 5.0                                       

                         = 2.5                                                       

                 = 2.5              

                    = 3.0 

   =      = 1.732050808               

                                          =       = 1.443375673                                                    

                               =    = 1.707825128 

Then the random disturbance terms will be given as: 

   ��   = 		��������  =		εt = 
��� ���0 ���
 ��������    

   ��� =  	���ε1t  +	���ε2t   

                                   ���  =			����2t               

Re-arranging model (1), we have: 

  ���-	������ = 	������ + 0��� + 0��� +���                                                
                        -������  +	��� =  0��� +  ������ +	������ +���                                          
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Which can be written compactly as;    

                     			� 1 �������� 1 � ��������   =   ���� 0 00 ��� ���� �
���������

�  +   ��������            
Using the reduced form of equations which gives; 

  ��� 		� ���		��� + ���		��� + ���		���  +��� 
  ��� 		� ���		��� + ���		��� + ���		���  +��� 
  Where:   � � 	 � ����∗ �������∗ �������∗

�������∗ ����∗ ����∗ � 
   �∗  =   �1 � ������ !� 

                                   ��� � �∗	�	 ��� " ��� ���  
                                   ���  =  �∗	������� "	��� 

 

4. RESULTS AND DISCUSSION  

Samples were set at size N=10, 20 and 30 and each of this were replicated 250 times for an upper triangular 

matrix in the presence of misspecification errors due to omission of relevant explanatory variable. 

Ordinary Least Squares (OLS), 2 Stage Least Squares (2SLS), 3 Stage Least Squares (3SLS) and 

Limited Information Maximum Likelihood (LIML) were used to obtain parameter estimates. The performances 

of these estimators are examined using average and variance of parameter estimates. 

Hence, the table 1-2 shown below the true parameters values, average estimated values and variance. 

 

TABLE 1 

PERFORMANCE  EVALUATION  OF  ESTIMATORS    TO  CHANGES  IN  SAMPLE  SIZE   

INCREASES  USING   AVERAGE  OF  PARAMETER  ESTIMATES 

 
 

TABLE 2:PERFORMANCE  EVALUATION  OF  ESTIMATORS    TO  CHANGES  IN  SAMPLE  

SIZE   INCREASES  USING   VARIANCE  OF  PARAMETER  ESTIMATES 

 
 

5. CONCLUSION 

This investigated the performances of four estimators in the presence of misspecification errors due to omission 

of relevant explanatory. A two equation model with one just identified and other over identified was used for the 

Monte Carlo simulation analysis. The sample size was set at N=10, 20 and 30 each replicated 250 times. 
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The performances were judged by using average and variance of estimates. The results shown that 2 3 

SLS performed best using average of parameter estimate criterion. OLS generated the least variances while other 

estimators generated reduced variances as the sample size increases confirming the consistency property of good 

estimators.  

 

REFRENCES 

Adepoju, A.A and Olaomi, J.O (2009): “Ranking of Simultaneous Equation Techniques to small sample 

properties and Correlated Random Deviates”, Journal of Mathematics and Statistics 5(4): 260-265  

Bryon, B.P. (1972):  “Testing for Misspecification in Econometric Systems Using Full Information”, 

International Economic. Rev, Vol 12 745-56. 

Grenne, W.H (2003):    Basic Econometric Method (5
th

 Edition) Prentice Hall 

Gujarati, D.N (2003): Basic Econometric Methods (4
th

 edition) McGraw-Hill 

Kmenta, J. (1971):  “Elements of Econometrics” New  York,  Macmillian Press Ltd. 

Koutsoyeannis, A. (1997):  Theory of Econometrics Edited by Macmillan Press Ltd 

Light, G.L. (2010):”Regression, Model Misspecification and Causation with Pedagogical Demonstration”. 

Journal of Applied Mathematical Sciences Vol4. No   225-236 

Nagar, A (1960):  “A Monte Carlo Study of Alternative   Simultaneous Equation Estimators”, Econometrica, 28, 

573-590 

Shoukwiler, J.S and Lea, J.D (1998):  “Misspecification in Simultaneous System: An Alternative Test and its 

Application to A Model of the Shinip Market  Souther”. Journal of  Agricultural Economics. 

Swamy, P.A.V.B and George, S.T (2008):” Estimation of Parameters in the Presence of Model Misspecification 

and Measurement Error”. Working Paper, Department of Economics, University of Leicester   

Wagnar,  H.M. (1958):  “ A  Monte  Carlo  Study  of  Estimates  of  Simultaneous Linear Structural   Equations”,   

Econometrica, volume 26,117-133 

 

  

                                                           

 

  



The IISTE is a pioneer in the Open-Access hosting service and academic event management.  

The aim of the firm is Accelerating Global Knowledge Sharing. 

 

More information about the firm can be found on the homepage:  

http://www.iiste.org 

 

CALL FOR JOURNAL PAPERS 

There are more than 30 peer-reviewed academic journals hosted under the hosting platform.   

Prospective authors of journals can find the submission instruction on the following 

page: http://www.iiste.org/journals/  All the journals articles are available online to the 

readers all over the world without financial, legal, or technical barriers other than those 

inseparable from gaining access to the internet itself.  Paper version of the journals is also 

available upon request of readers and authors.  

 

MORE RESOURCES 

Book publication information: http://www.iiste.org/book/ 

Academic conference: http://www.iiste.org/conference/upcoming-conferences-call-for-paper/  

 

IISTE Knowledge Sharing Partners 

EBSCO, Index Copernicus, Ulrich's Periodicals Directory, JournalTOCS, PKP Open 

Archives Harvester, Bielefeld Academic Search Engine, Elektronische Zeitschriftenbibliothek 

EZB, Open J-Gate, OCLC WorldCat, Universe Digtial Library , NewJour, Google Scholar 

 

 

http://www.iiste.org/
http://www.iiste.org/journals/
http://www.iiste.org/book/
http://www.iiste.org/conference/upcoming-conferences-call-for-paper/

