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Abstract

This paper deals with a heuristic algorithm to mmizie the rental cost of the machines for two stitme
shop scheduling problem under specified rentalcgah which processing times are associated wiir th
respective probabilities. Further, the transpastatiime from one machine to another machine and an
equivalent job block criteria is being consideréde purposed algorithm is easy to understand aovdde

an important tool for the decision makers. A corepyirogram followed by a numerical illustrationaiso
given to justify the algorithm.
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1. Introduction

Scheduling problems concern with the situatiorwhich value of the objective function depends bba t
order in which tasks have to be performed. A lotesfearch work has been done in the area of séhgdul
problems for different situations and differentterions. Johnson (1954jave procedure for finding the
optimal schedule for n-jobs, two machine flow-shpopblem with minimization of the makespan (i.eatot
elapsed time) as the objective. Ignall & Schar@6g) applied Branch and Bound technique for obbgini

a sequence which minimizes the total flow time. ti@hrasekharan (1992) has given a technique based on
Branch and Bound method and satisfaction of catedonditions to obtain a sequence which minimizes
total flow-time subject to minimum makespan in @tstage flow shop problem. Bagga (1969), Maggu and
Das (2005), Szwarch (1977), Yoshida & Hitomi (1978)ngh (1985), Chandra Sekhran (1992), Anup
(2002) etc. derived the optimal algorithm for twbfee or multistage flow shop problems taking into
account the various constraints and criteria. Maggd Das (1977) introduced the concept of job-block
criteria in the theory of scheduling. This concipuseful and significant in the sense to creabalance
between the cost of providing priority in servioe the customer and cost of giving services with
non-priority customers. The decision maker maydetiow much to charge extra to priority customers.

Singh T.P., Gupta Deepak (2006) studied nx2 gerferabhop problem to minimize rental cost under a
predefined rental policy in which the probabilitibave been associated with processing time on each
machine including job block criteria. In this pageg have extended the study made by Singh T.P.taGup
Deepak (2006) by introducing the concept of transion time. Here we have developed an algoritbm t
minimize the rental cost of the machines. The mwbbiscussed here is wider and has significantofise
theoretical results in process industries.

2. Notations
S : Sequence of jobs 1,2,3,....,n
M; : Machine j, j=1,2,.......
A : Processing time df job on machine A.
B; : Processing time df job on machine B.
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A’ : Expected processing time Bfiob on machine A.

B'; : Expected processing time Bfiob on machine B.

B : Probability associated to the processimg # of i job on machine A.

G : Probability associated to the processitigne B of i job on machine B.

S : Sequence obtained from Johnson’s procedure tomizia rental cost.

tai B : Transportation time from machine A to machine B.

G : Rental cost per unit time of machine j.

Ui : Utilization time of B (2" machine) for each sequence S

. (S) : Completion time of last job of sequeng®®machine A.

(S) : Completion time of last job of sequeng®iBsmachine B.

R(S) : Total rental cost for sequencgen8all machines.

CT(S) :Completion time of 1'job of each sequence & machine A.

3. Problem Formulation

Letnjobs sayi=1,2,3...nbe processed on two machines A & B in the ord®r Ajob i (i=1,2,3...n) has
processing time A& B ; on each machine respectively with their respeqgtiababilities p& q; such that
0<p<1l&EIp=10<qg<1 &ZXZqg=1and letf_p be the transportation time from machine A to
machine B of each job i. Let an equivalent jois defined as (k, m) where k and m are any jobsranthe
givenn jobs such that k occurs before job m in the oafgob block (k , m). The mathematical model of

the problem in matrix form can be stated as :

jobs Machine A A Machine B

[ A p B q

| | | |

1 Al P, ta1-B1 Bl q

2 A2 P, taz—B2 52 a,

3 A3 P, tas—B3 B3 q,

4 A . P4 tas—B4 B . a,

n A p tAn—»Bn B q

n n n n

Table — 1

Our objective is to find the optimal schedule dfialbs which minimize the total rental cost, whessis per
unit time for machines A & B are given while minzimg the makespan.

4. Practical Situations

Various practical situations occur in real life vahene has got the assignments but does not haieawie
machine or does not have enough money or does antt tev take risk of investing huge amount of money
to purchase machine. Under such circumstancesnéohine has to be taken on rent in order to complet
the assignments. As a medical practitioner, instagting of his career, does not buy expensive mash
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say X-ray machine, the ultra sound machine etc. instead take them on rent. Moreover in
hospitals/industries concern, sometimes the pyiasit one job over the other is preferred. It may be
because of urgency or demand of its relative ingoae. Hence the job block criteria become significa
Further, when the machines on which jobs are toplmressed are planted at different places, the
transportation time which include the loading timmgving time and unloading time etc. has a sigaiftc
role in production concern and hence significant.

5. Assumptions

1. We assumeental policy that all the machines are taken on rent as anah wiey are required and
are returned as when they are no longer requinedrficessing. Under this policy second machinaksn

on rent at time when first job completes its preg&s on first machine. Therefore idle time of seton
machine for first job is zero.

2. Jobs are independent to each other.

3. Machine break down is not considered.

4. Pre- emission is not allowed i.e. once a job stiaste a machine, the process on that machine can’t b
stopped unless the job is completed.

5. Itis given to sequence k jobs ib...ix as a block or group-job in the ordey, (b...ix ) showing priority
of job i; over b

6. Jobs may be held in inventory before going to ahimac

6. Algorithm

To obtain optimal schedule, we proceed as

Step 1 Define expected processing timg&B’; on machine A & B respectively as follows:
Ai=A*p, Bi=B*q

Step 2 Define two fictitious machines G & H with procesgtime G & H; for job i on machines G & H

respectively, as:

G=A'i + tasi , H=tai_gi+ B

Step 3 Take equivalent joP = (k, m) and define processing time as follows:
Gy = G+ G- min(Gn, H),  Hy = He + Hiy - min(Gn, Hy)

Step 4 Define a new reduced problem with processing @n& H; where job block (k , m) is replaced by
single equivalent joB with processing time Gz & Hj as obtained in step 3.

Step 5 Apply Johnson’s (1954) technique and obtain atin@d schedule of given jobs, using Johnson’s
technique. Let the sequence he S

Step 6 Observe the processing time of jpb of S on the first machine A . Let it be

Step 7. Obtain all the jobs having processing time onréager than.. Put these job one by one in thé 1
position of the sequence B the same order. Let these sequencesh®,5,...S

Step 8 Prepare in-out table for each sequencg=3,2,...r) and evaluate total completion time astl job
of each sequence(S) & t»(S) on machine A& B  respectively.

Step 9.Evaluate completion time CT§®f 1% job for each sequence & machine A.
Step 10 Calculate utilization time U of 2™ machine for each sequences:
U=t,(S) — CT(S) fori=1,2,3,...r.
Step 11 Find Min {U}, i=1,2,...r. let it be corresponding to i=m, thep, & the optimal sequence for
minimum rental cost.
Min rental cost =#(S,)XCi+UxC;,
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Where G & C, are the rental cost per unit time of & 2"¢ machine respectively.

7. Computer Program
#include<iostream.h>
#include<stdio.h>
#include<conio.h>
#include<process.h>

void display();

void schedule(int,int);

void inout_times(int []);
void update();

void time_for_job_blocks();

float min;
int job_schedule[16],tt[16];int job_schedule_firl];int n;
float a1[16],b1[16],a11[16],b11[16];float al_jb,hk;float al_temp[15],b1_temp[15];
int job_temp[15];int group[2];//variables to stameo job blocks
float al_t[16], b1 _t[16];float al_in[16],al_out[l&dat b1l in[16],b1 out[16];
float ta[16]={32767,32767,32767,32767,32767},tb[2f2767,32767,32767,32767,32767};
void main()
{

clrscr();

int a[16],b[16];float p[16],q[16];int optimal_scHale _temp[16];int optimal_schedule[16];

float cost_a,cost_b,cost;float min; //Variablethitdd the processing times of the job blocks

cout<<"How many Jobs (<=15) : ";cin>>n;
if(n<1 || n>15)

{cout<<"Wrong input, No. of jobs should be lesarthl5..\n Exitting";getch();

exit(0);

}

cout<<"Enter the processing time and their respegrobabilities ";

for(int i=1;i<=n;i++)
{cout<<"\nEnter the processing time and its probighdf "<<i<<" job for machine A : ";cin>>a[i]>>p];
cout<<"\nEnter the transportation time of "<<i<djjfrom machine Ato B : ";cin>>tt[i];
cout<<"\nEnter the processing time and its proligiof "<<i<<" job for machine B : ";cin>>b[i]>>q[i
/[Calculate the expected processing times of the for the machines:

allfi] = a[i]*p[il;b11[i] = b[iJ*q[i];al[i]=all[i] +tt[i];b1[i]=b11[i]+tt[i];

}

for(int k =1;k<=n;k++)

{cout<<"\n"<<k<<"\t\t"<< al[k]<<"\t\t"<< b1[K];}
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cout<<"\nEnter the two job blocks (two numbers frarto "<<n<<") : ";cin>>group[0]>>group[1];
cout<<"\nEnter the Rental cost of machine A : ">¢ioost_a;
cout<<"\nEnter the Rental cost of machine B : "¢inost_b;
/[Function for expected processing times for two docks
time_for_job_blocks();int t = n-1;
schedule(t,1);
/[Calculating In-Out times
inout_times(job_schedule_final);
/IREpeat the process for all possible sequences
for( k=1;k<=n;k++)  //Loop of all possible seques
{
for(int i=1;i<=n;i++)
{optimal_schedule_tempJ[i]=job_schedule_final[i];}
int temp = job_schedule_final[k];optimal_schedump[1]=temp;
for(i=k;i>1;i--)
{optimal_schedule_temp][i]=job_schedule_final[i}1]
/[Calling inout_times()
int flag=0;
for(i=1;i<n;i++)
{
if(optimal_schedule_temp[i]l==group[0] && optimachedule_templi+1]==group[1])
{flag=1;break;}
}
if(flag==1)
{
inout_times(optimal_schedule_temp);
ta[k]=al_out[n]-al_in[1];tb[k]=bl1_out[n]-b1_in[1
if(tb[K]<tb[k+1])
{
/lcopy optimal_schedule_temp to optimal_schedul
for(int j=1;j<=n;j++)
{
optimal_schedule[j]=optimal_schedule_temp([j];

i

float smalla = ta[1];float smallb = tb[1];float g 16];
for(int ii=2;ii<=n;ii++)
{
if(smalla>talii])
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smalla = ta[ii];
if(smallb>tblii])

smallb = tbyii];
}
clrscr();
cout<<"\n\n\n\n\n\n\n\n\t\t\t #AA#AHTHE SOLUT | @iiH#H#A ",
cout<<"\n\n\t Fkdkkkkkkkkkkkkok * ko kA

cout<<"\n\n\n\t Optimal Sequenceis: ";

for (ii=1;ii<=n;ii++)

{cout<<optimal_schedule[ii]<<" "}

cout<<"\n\n\t The smallest possible time spamfiachine A is : "<<smalla;
cout<<"\n\n\t The smallest possible time spamfiachine B is : "<<smallb;
cost = cost_a*smalla+cost_b*smallb;

cout<<"\n\n\t Total Minimum Rental cost for bahe machines is : "<<cost;

COULL " \N\N\N\EFF*F*Exddsdddkddkmkokdkomkokkkkakonks  dokkobkorkk * ko
getch();

void time_for_job_blocks()

{
/IThe expected processing times for two job blaales
if(b1[group[O]]<al[group[1]])
{min = bi[group[O]];}
else
{min = al[group[1]];}
al_jb = al[group[O]]+al[group[1]] - min; //(b1l[k¥L[m])?bl[K]:al[m];
bl _jb = bl[group[0]]+bl[group[1]] - min; //(b1[KEL[m])?bl[k]:al[m];
cout<<"/n abeta = "<<al jb<<"\n bbeta ="<<bl_jb;
getch();

void inout_times(int schedule[])

{

for(int i=1;i<=n;i++)

{
/IReorder the values of al[] and b1[] accordmgequence
al_ti] = all[schedule[i]];b1_t[i] = bl1[schedlilk

cout<<"\n"<<schedule[i]<<"\t\t"<<al_t[i]<<"\t\t"<bl _t[i];

}
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for(i=1;i<=n;i++)

{

if(i==1)

{al_in[i]=0.0; al_out[i] = al_in[i]+al_t[i];b1_ii = al_out[i]+tt[schedulei]];

bl out[i] = bl_in[i]+b1_t[i];}
else

{

al_infi]=al_out[i-1];al_out[i] = al_in[i]+al_ifi
if(b1_outfi-1]>=(al_out[i]+tt[scheduleli]]))
{b1_in[i] = b1l_out[i-1];b1_out[i] = b1_in[i]+b1t[i];}

else

{bl_in[i] = al_out[i]+tt[schedule[i]];b1_out[iF bl _in[i]+b1_t[i];

323

int js1=1,js2=n-1;

void schedule(int t, int tt)

{

if(t==n-1)
{is1=1; js2=n-1;}
if(t>0 && tt==1)

{

for(int i=1,j=1;i<=n;i++,j++) //loop from 1 to ri- as there is one group

{if(i'=group[0]&&i!=group[1])

{al_templj] = al[i];b1_temp[j] = b1[i];job_temf[=i;}
else if(group[O]<group[1] && i==group[0])
{al_temp[j] = al_jb;bl_temp[j] = b1l_jb;job_tenipf -1;}

else
{ -3
/I[Finding smallest in al
float minl= 32767,
int pos_al,;
for(j=1;j<n;j++)
{
if(min1>al_temp[j])
{pos_al =j;minl = al_temp[j];}
}
/I[Finding smallest in bl
float min2= 32767;int pos_b1;
for(int k=1;k<n;k++)
{if(min2>b1_temp[k])
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{pos_bl =k;min2=bl templk] }}
if(minl<min2)
{job_schedule[js1] = job_temp[pos_al];jsl++;al pfpos_al]=32767;b1l_temp[pos_all]=32767;}
else
{iob_schedule[js2] = job_temp[pos_b1];js2--;al_pgpos_b1]=32767;b1_temp[pos_bl]=32767;
1
else if(t>0 && tt!=1)
{//Finding smallest in al
float minl= 32767;int pos_al;
for(int i=1;i<n;i++)
{if(min1>al_templi])
{pos_al =i;minl = al_templi];
1
/I[Finding smallest in bl
float min2= 32767;int pos_b1;
for(i=1;i<n;i++)
{if(min2>b1_templi])
{pos_b1 =i;min2 = b1l_templi];
B3
if(minl<min2)
{job_schedule[js1] = job_temp[pos_al];jsl++;al pfpos_al]=32767;b1l_temp[pos_all]=32767;}
else
{job_schedule[js2] = job_temp[pos_b1l];js2--;al_pfpos_bl]=32767;b1l temp[pos_b1l]=32767;}}
t-;
if(t!=0)
{schedule(t, 2);}
/ffinal job schedule
inti=1;
while(job_schedule[i]'=-1)
{job_schedule_final[i]=job_schedule[i];i++;}
job_schedule_final[i]=group[0];i++;
job_schedule_final[i]=group[1];i++;
while(i<=n)
{job_schedule_final[i]=job_schedule[i-1];i++;}}

8. Numerical lllustration

Consider 5 jobs and 2 machines problem to minintime rental cost. The processing times with their
respective probabilities and transportation tinmerfrone machine to another machine are given asafsil
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job | Machine A| % _gi | Machine B
A b B Gi
1] 12| 0.2 6 8 0.1
2 | 16| 03 5 12| 0.2
3| 13| 03 4 14| 0.3
4 18| 0.1 3 17| 0.2
5 15| 0.1 4 18| 0.2
Table-2

Rental costs per unit time for machines &M, are 15 & 13 units

respectively, and jobs 2, 5 are to be processed asjuivalent group jof.

Solution: The expected processing times for two machinessie table 3.

As per step 3 : The processing times of equivagtdnblockp = (2,5) are given by
Gg = 9.8+5.5-5.5= 9.8 andgt+ 7.4+7.6 -5.5=9.5

As per step 4 : Using Johnson’s method, the optseqlience is;$& 4,3,8,1 .i.e. 4-3-2-5-1
Other optimal sequences for minimize rental ca#t, a

S, =1-4-3-2-5

S; = 3-4-2-5-1

S,y =2-5-4-3-1

The In-out table for the sequencei$Sas shown in table 4.

The total elapsed time = 22.3 units and utilizatiare for M, = 22.3-4.8 =17.5 units.
The In-out table for the sequencgiSas shown in table 5.

Total elapsed time = 23.9 units and Utilizationgiof M, = 23.9- 3.0 =20.9 units
The In-out table for the sequencgiSas shown in table 6.

The total elapsed time = 22.3 units and Utilizatiiome of B = 22.3 -7.9 = 14.4 units
The In-out table for the sequencei$as shown in table 6.

The total elapsed time=24.2 units and Utilizatiomet of B = 24.2 — 9.8 = 14.4 units

The total utilization of A machine is fixed 14.4itsnand minimum utilization time of B machine is.44
units for two sequences 8nd 3. Therefore optimal sequences age881-2-5-1 and $2-5-4-3-1 and total
rental cost =14.4x15+14.4x13 =403.20 units
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Remarks
i.The following algebraic properties can be eagilyved with the numerical examples:
a) Equivalent job formation is associative ituna
i.e. the block ((1,3)5) =(1(3.5)).
b) The equivalent job formation rule is non coutative
i.e. the block (1,%(5,1).

ii.The study may be extended further for three nreeh flow shop, also by considering various
parameters such as break down interval etc.

Tables

Table 3: The expected processing times for two iinashare

Jobs A tai i B'
2.4 6 0.8
2 4.8 5 2.4
3 3.9 4 4.2
4 1.8 3 3.4
5 15 4 3.6

Table 4. The In-out table for the sequengé&sS
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Jobs A L s B
In-Out In-Out
4 0-1.8 3 4.8-8.2
3 1.8-5.7 4 9.7-13.9
2 5.7-10.5 5 15.5-17.9
5 10.5-12 4 17.9-21.5
1 12-14.4 6 21.5-22.3
Table 5. The In-out table for the sequeng&sS
Jobs A ki _Bi B
In-Out In-Out
1 0-24 6 3.0-3.8
4 2.4-4.2 3 7.2-10.6
3 4.2-8.1 4 12.1-16.3
2 8.1-12.9 5 17.9-20.3
5 12.9-14.4 4 20.3-23.9
Table 6. The In-out table for the sequengé&sS
Jobs A ki _Bi B
In-Out In-Out
3 0-3.9 4 7.9-12.1
4 3.9-5.7 3 12.1-15.5
2 5.7-10.5 5 15.5-17.9
5 10.5-12 4 17.9-21.5
1 12-14.4 6 21.5-22.3
Table 7. The In-out table for the sequengé&sS
Jobs A ki LB B
In-Out In-Out
2 0-4.8 5 9.8-12.2
5 4.8-6.3 4 12.2-15.8
4 6.3-8.1 3 15.8-19.2
3 8.1-12 4 19.2-23.4
1 12-14.4 6 23.4-24.2
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