Innovative Systems Design and Engineering www.iiste.org
ISSN 2222-1727 (Paper) ISSN 2222-2871 (Online) o 's.i.'
Vol 3, No 3, 2012 IS'E

Development of a Feature Extraction Technique for Online
Character Recognition System

Fenwa Olusayo Deborah*
Department of Computer Science and Engineering,
Ladoke Akintola University of Technology, P.M.B 4000gbomoso, Nigeria.
*E-mail of the corresponding author: odfenwa@Ilahtedu.ng

Omidiora Elijah Olusayo
Department of Computer Science and Engineering,
Ladoke Akintola University of Technology, P.M.B 4000gbomoso, Nigeria.
E-mail: omidiorasayo@yahoo.co.uk

Fakolujo Olaosebikan Alade
Department of Computer Science and Engineering,
Ladoke Akintola University of Technology, P.M.B 4000gbomoso, Nigeria.
E-mail: ola@fakolujo.com

Abstract

Character recognition has been a popular reseaezhfar many years because of its various apptioati
potentials. Some of its application areas are p@steomation, bank cheque processing, automatia dat
entry, signature verification and so on. Nevertbglgecognition of handwritten characters is a lgrab
that is currently gathering a lot of attention.hias become a difficult problem because of the high
variability and ambiguity in the character shapeiten by individuals. A lot of researchers havepgwsed
many approaches to solve this complex problem boérhas been able to solve the problem complately i
all settings. Some of the problems encountered dsgarchers include selection of efficient feature
extraction method, long network training time, lomgognition time and low recognition accuracy. sThi
paper developed a feature extraction techniqueofitine character recognition system using hybrid of
geometrical and statistical features. Thus, throtihghintegration of geometrical and statisticaltdees,
insights were gained into new character propersexe these types of features were considereceto b
complementary.

Keywords: Character recognition, Feature extraction, Gedoat-eature, Statistical Feature, Character.

1. Introduction

Character recognition is the process of applyinfjepamatching methods to character shapes that has
been read into a computer to determine which atphaeric character, punctuation marks, and symbols
the shapes represent. The classes of recognit&iemsg that are usually distinguished are onlinéesys

for which handwriting data are captured duringwhiging process (which makes available the infoliorat

on the ordering of the strokes) and offline systdorswhich recognition takes place on a static imag
captured once the writing process is over (Anoog Anil, 2004; Liuet al., 2004; Mohamad and Zafar,
2004; Naseet al., 2009; Pradeept al., 2011). The online methods have been shown taiper®r to their
offline counterpart in recognising handwriting cheters due the temporal information available whit&
formal (Pradeepet al., 2011). Handwriting recognition system can further broken down into two
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categories: writer independent recognition systemckv recognizes wide range of possible writing estyl
and a writer dependent recognition system whictogeizes writing styles only from specific users
(Santosh and Nattee, 2009).

Online handwriting recognition today has speci&iiest due to increased usage of the hand heldatevi
The incorporation of keyboard being difficult inethand held devices demands for alternatives, rattus
respect, online method of giving input with styliss gaining quite popularity (Guptet al., 2007).
Recognition of handwritten characters with respecny language is difficult due to variability wfiting
styles, state of mood of individuals, multiple eatis to represent a single character, cursive septation

of character and number of disconnected and mutike characters (Shanthi and Duraiswamy, 2007).
Current technology supporting pen-based input @sviaclude: Digital Pen by Logitech, Smart Pad by
Pocket PC, Digital Tablets by Wacom and Tablet RCbmpaq (Manuel and Joaquim, 2001). Although
these systems with handwriting recognition capigbdre already widely available in the market, liert
improvements can be made on the recognition pegooes for these applications.

The challenges posed by the online handwritten aciter recognition systems are to increase the
recognition accuracy and to reduce the recognifime (Rejean and Sargurl, 2000; Guptaal., 2007).
Various approaches that have been used by mangrobses to develop character recognition systems,
these include; template matching approach, stistapproach, structural approach, neural networks
approach and hybrid approach. Hybrid approach (comtbn of multiple classifiers) has become a very
active area of research recently (Kittler and R&UQ0; 2001). It has been demonstrated in a nurober
applications that using more than a single classifh a recognition task can lead to a significant
improvement of the system’s overall performancendée hybrid approach seems to be a promising
approach to improve the recognition rate and reitiognaccuracy of current handwriting recognition
systems (Simon and Horst, 2004). Howe&=lection of a feature extraction method is propéit single
most important factor in achieving high recognitipgrformance in character recognition system (Rapde
Srinivasan and Himavathi, 2011). No matter how sifgfated the classifiers and learning algorithpumr
feature extraction will always lead to poor systeenformance (Marc, Alexandre76 and Christian, 2001)

2. Resear ch M ethodology

Hundreds of features which are available in therdiure can be categorized as follows: Global
transformation and series expansion features,s8tati features and Geometrical and topologicaiuvies.
Many feature extraction techniques have been pexpas literature to improve overall recognitionesat
however, most of the techniques used only one pryppéthe handwritten character. This researcluses

on developing a feature extraction technique thahhined three characteristics (stroke information,
contour pixels and zoning) of the handwritten chemato create a global feature vector. Hencehis t
research work, a hybrid feature extraction algamithas developed to alleviate the problem of poatuie
extraction algorithm of online character recogmitgystem.

2.1 Development of the Proposed Hybrid Feature Extraction Algorithm

The most important aspect of handwriting charaeeognition scheme is the selection of good feasete
which is reasonably invariant with respect to shapgation caused by various writing styles. Featur
extraction is the process of extracting from the data the information which is the most relevaot f
classification purposes, in the sense of minimizimg within-class pattern variability while enhamgithe
between-class pattern variability (Nagegl., 2009). Features are unique characteristics tratrepresent
an image, i.e. a character in this case. Each ctearis represented as a feature vector, whichrbesats
identity. The goal of feature extraction is to extra set of features, which maximizes the recagnitate
with the least amount of elements. Many featurgaetibn techniques have been proposed to improve
overall recognition rate; however, most of the téghes used only one property of the handwritten
character. This research focuses on a featurectinimaechnique that combined three characteristidhe
handwritten character to create a global featuretove A hybrid feature extraction algorithm was
developed using Geometrical and Statistical featase shown in Figure 2.10. Integration of Geomairic
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and Statistical features was used to highlighed#fit character properties, since these typesatires are
considered to be complementary (Heute and Paq@@8; Tai and Liu, 1998).

2.1.1 Geometrical Features

Various global and local properties of characteas te represented by geometrical and topological
features with high tolerance to distortions andestyariations. This type of representation may a&soode
some knowledge about the structure of the objeatnay provide some knowledge as to what sort of
components make up that object. The geometricalfes used in this research work were the Stroke
Information and Contour pixel of the characters.

2.1.1.1 Stroke Information

Stroke Information is a combination of local andlgl features, which are aimed to capture the
geometrical and topological features of the characand efficiently distinguish and identify theachcter
from a small subset of characters. Stroke is stodgpen movements in online handwriting recognitio
These movements appear at various positions on pgém and joining these positions in first-comiestfi
serve basis shows the appearance of drawn textaracter may consist of single or multiple strokiese

list formed in data collection includes nodes, veheach node includes two fields, namely, pointstnuke
number. Here, the point represents a coordinatgeni point and stroke number represents identity an
sequential order of stroke. Higher recognition perfance would be possible if on-line recognition
methods were able to address drawing motion ve@moke) information (Nishimura and Timikawa,
2003). The feature sets consist of:

0] Stroke Number

Stroke number helps in identifying similar poirgaps and crossings. The pen movement consistses th
functions, namely, Pen-Down, Pen-Move and Pen-UgeflVone presses, moves, lifts the pen up
consecutively, and more than one point collected, stroke number is incremented. Pen-Move function
stores movements of pen on writing pad. An exarnple digital pen for generating stroke informatien

as shown in figure 2.1. Figure 2.2 shows a typésalmple of how different stroke numbers are geedrat

However, only stroke is not enough because moshetime different character may get the same no of
strokes. Therefore, in this research, PEN-UP isl asea feature to check how well the character meatc
the standard one (i.e. the average for the sanraateain the database). This feature is calculbyedsing

the average strokes of a specific character asparn using the membership function as in Equatidn 2

PEN-UP = gverage-xl (2.1)
where x is the real strokes for the specific charac
(i) Pressure of the Stroke

This is the pressure representing Pen Ups and Dowagontinuous manner. The use of pen pressuae as
feature is used for the improvement of a basicquerénce of the writer- independent online character
recognition. The value of the pen pressure exastethe writing pad was also used as feature. M@eov
recognition performance could be raised using mgifpressure information of on-line writer identifimon
systems and on-line character recognition systéishimura and Timikawa, 2003).

(i) Number of Junctions and their Location

A black pixel is considered to be a junction if idtneare more than two black pixels in its 5 by 7
neighbourhood in the resolution of the characteagen The number of junctions as well as their post

in terms of 35(5x7) quadrants are recorded. Fomgka the character image of Figure 2.3 has 2 jansti
in quadrants 2 and 17. Junctions lying within ageéned radial distance are merged into a singhetjon
and the junctions associated with the headlinéga@red.

(iv) Horizontal Projection Count

Horizontal Projection Count is represented as HP@E]- F(i,)), where F(i,j) is a pixel value (1 for black
background and 0 for white foreground) of a chamaithage, and i and j denote row and column passtio
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of a pixel, with the image’s top left corner seH@®,0). It is calculated by scanning the image-wige and
finding the sum of background pixels in each rovg(ife 2.4). To take care of variations in charastees,

the horizontal projection count of a character imag represented by percentage instead of an dbsolu
value and in this present work it is stored as@#ponent vector where the four components symboliz
the percentage of rows with 1 pixel, 2 pixels, e and more than 3 pixels. The components of this
vector for the character image given in Figure il be [50, 0, 10, 10], as there are 5 rows withigel;

no rows with 2 pixels; 1 row with 3 pixels and Inrwith more than 3 pixels.

2.1.1.2 Contour Pixels

Correct extraction of the contour will produce maecurate features that will increase the chan€es o
correctly classifying a given character or patté@ut the question that might arise is why firstragt the
contour of a pattern and then collect its featur#® not collect features directly from the pat@i@ne
answer is, the contour pixels are generally a ssuatfiset of the total number of pixels representing
pattern. Therefore, the amount of computation é&atly reduced when feature extracting algorithnesran

on the contour instead of the whole pattern. Bezdhe contour shares a lot of features with thgirwad
pattern, but has fewer pixels, the feature extactirocess becomes much more efficient when pegdrm
on the contour rather on the original pattern. Gantracing is often a major contributor to theigéncy

of the feature extraction process, which is anrggdeprocess in pattern recognition (letial., 2003; Liu

et al., 2004).

In order to extract the contour of the patternfdilewing actions must be taken: every time a blpdiel is
encountered, turn left, and every time a white lpixe@ncountered, turn right, until the startinggdiis met
again. All the black pixels traced out is the camtof the pattern. The contour tracing algorithnredusn
this research is based on the model developed mayachiet al. (2003). This is demonstrated in Figure
2.5 (Liuet al., 2003; 2004).

Contour Tracing Algorithm (Yamaguchi al., 2003):
Input: An imagel containing a connected compon@ntf black pixels.
Output:A sequence B @hb,, . . ., R) of boundary pixels, that is, the outer contour.
Begin
Set Bto be empty
From bottom to top and left to right scan thesceli |l until a black pixel, S, of B found
Insert Sn B
Set the current pixel, P, to be the starting pigel
Turn left, that is, visit the left adjacent pixdlP
Update P, that is, set it to be the current pixel
While P not equal to 8o
If the current pixel Bs black
Insert Pin B and turn left (visit the left adjacent pixel of P)
Update P, that is, set it to be the current pixel
Else
Turn right (visit the right adjacent pixel of P)
Update P, that is, set it to be the current pixel.
End

2.1.2 Statistical Features
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Statistical features are derived from the statititistribution of points. They provide high spesad low
complexity and take care of style variations to soextent. They may also be used for reducing the
dimension of the feature set. The statistical feafdopted in this research is ‘Zoning’. Zone-bdsedure
extraction method provides good result even whetaicepre processing steps like filtering, smooghémd
slant removing are not considered.

Image Centroid and zone-based (ICZ) distance migtaitire extraction and Zone Centroid and zoneebase
(ZC2z) distance metric feature extraction algorithaese proposed by Vanajah and Rajashekararadhya in
2008 for the recognition of four popular Indianipts (Kannada, Telugu, Tamil and Malayalam) nuneeral
In this research, hybrid of modified Image Centr@dd zone-based (ICZ) distance metric feature
extraction and modified Zone Centroid and zone-#hdZ€Z) distance metric feature extraction methods
was used. Modifications of the two algorithms aréerms of:

0] Number of zones being used
(i) Measurement of the distances from both thegen@entroid and Zone Centroid
(i) The area of application.

2.1.2.1 The Zoning Algorithm

The most important aspect of handwriting recognischeme is the selection of good feature set,hwilic
reasonably invariant with respect to shape vanmaticaused by various writing styles. The zoninghmet

is used to compute the percentage of black pixebith zone. The rectangle circumscribing the cheré
divided into several overlapping, or non-overlagpregions and the densities of black points withiese
regions are computed and used as features as shdvigure 2.6. The major advantage of this approach
stems from its robustness to small variation, eéseplementation and good recognition rate. Zoneeul
feature extraction method provides good result ewdyen certain pre processing steps like filtering,
smoothing and slant removing are not considered.dgtailed description of Zoning Algorithm is givas
follows:

The image (character) is further divided in to égjual parts (Twenty five in this case) as showRigure
2.7. The character centroid (i.e. centre of graweitythe character) is computed and the averageardist
from the character centroid to each pixel presanthe zone is computed. Similarly zone centroid is
computed and average distance from the zone cdnty@ach pixel present in the zone is to be coatput
This procedure will be repeated for all the zonedégboxes present in the character image. Theukdl dme
some zones that are empty, and then the valueabfpérticular zone image value in the feature veisto
zero. Finally, 2 x 25 (i.e. Fifty in this case) Bueatures were used to represent the characteeifieature.
Algorithm 1 and Algorithm 2 were proposed by Vatmjand Rajashekararadhya in 2008 for the
recognition of four popular Indian scripts (Kanna@lalugu, Tamil and Malayalam) numerals.

Algorithm 1: Image Centroid and Zone-based (ICZ)stBxice Metric Feature Extraction System
(Rajashekararadhya and Vanajah, 2008a)

Input: Pre processed numeral image
Output: Features for classification and recognition
Begins
Step 1: Divide the input image in to “n” equadrzes
Step 2: Compute the input image centroid
Step 3: Compute the distance between the imageoadio each pixel present in the zone
Step 4: Repeat step 3 for the entire pixel preisethte zone
Step 5: Compute average distance between thests poi
Step 6: Repeat this procedure sequentially foettige zone
Step 7: Finally, “n” such features will be obteid for classification and recognition
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Algorithm 2: Zone Centroid and Zone-based (ZCZ) Distance Meka&ature Extraction System
(Rajashekararadhya and Vanajah, 2008b)

Input: Pre processed numeral image
Output: Features for classification and recognition
Begins
Step 1: Divide the input image in to n equal zones
Step 2: Compute the zone centroid
Step 3: Compute the distance between the zoneoadid each pixel present in the zone
Step 4: Repeat step 3 for the entire pixel preietite zone
Step 5: Compute average distance between thests poin
Step 6: Repeat this procedure sequentially foettige zone
Step 7: Finally, n such features will be obtaine@ddassification and recognition
Ends

2.1.2.2 Hybrid of the Modified Zoning Feature Extian Algorithms

The following are the algorithms to show the wogkiprocedure of the modified hybrid zoning feature
extraction methods:

Modified Algorithm 1: Image Centroid and Zone-bagktlZ) distance metric feature extraction algorithm
Input: Pre processed character images

Output: Features for classification and recognition

Method Begins

Step 1: Divide the input image in to 25 equalemas shown in Figure 2.7

Step 2: Compute the input image centroid as shawrigure 28 using the formula:

Centre of gravity in the horizondiection (x—axis)mz_lz Xi , where n = width (2.2)
Centre of gravity in the vertical direction (y—axF Z”:% , where m = height (2.3)
Step 3: Compute the distance between the imageoind@ach pixel present in the zone as shown in
Figure 2.8
Step 4: Repeat step 3 for the entire pixel prieisethe zone (five points in this case):
d=d+h+k+d+d (2.4)

Step 5: Compute average distance between thé#s ps:
Average Image Centroid Distance9d/5 (2.5)
where d = total distance betweenirtgge centroid to the pixel measured at an ofeaa6]
Step 6: Repeat this procedure sequentially feetitire zone (25 zones).
Total Distance (P) =R+ D, + Dz + ...+ Oy, (2.6)

Total Average Distance ]‘%&
=0 M 2.7)

where m = 25(total number of zones)
Step 7: Finally, 25 such features was obtainedl&ssification and recognition.
Method Ends.
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Modified Algorithm 2: Zone Centroid and Zone-ba$g&€Z) distance metric feature extraction algorithm
Input: Pre processed character image

Output: Features for classification and recognition

Method Begins

Step 1: Divide the input image in to 25 equaleas shown in Figure 2.7

Step 2: Compute the zone centroid for the entixelpresent in the zone as shown in Figure 2.8gutie

formula: na
Centre of gravity in the horizontal direction (x-isa)xnf_lz Xi , where n = width (2.8)
Centre of gravity in the vertical direction (yis) = Z”?{. , where m = height (2.9)

Step 3: Compute the distance between the zorembto ¢4¢h pixel present in the zone
Step 4: Repeat step 3 for the pixel presentzares (5 points in this case)

Total Distance D=pP+ D, + D3+ D, + D5 (2.10)
Step 5: Compute average distance between tha#s jps:
Average distanc®, = D /5 (2.11)

where D = distance between the zmm#roid measured at angle’26 the pixel in the zone
Step 6: Repeat this procedure sequentially foetitire 25 zones.

Total Distance (Q) =R + Dy, + Dyz + . . + Dy (2.12)
m-1 D

Total Average Distance kz —Z
= (2.13)

where m = 25(total number of zones)
Step 7: Finally, 25 such features were obtaimedlassification and recognition
Method Ends

The Hybrid Zoning Algorithm: Hybrid of Modified ICand Modified ZCZ

Input: Pre processed character image

Output: Features for Classification and Recognition

Method Begins

Step 1: Divide the input image into 25 equale®n

Step 2: Compute the input image centroid

Step 3: Compute the distance between the imageaid to each pixel present in the zone
Step 4: Repeat step 3 for the entire pixel preisethe zone

Step 5: Compute average distance between tloasis p

Step 6: Compute the zone centroid

Step 7: Compute the distance between the zaneoato each pixel present in the zone.
Step 8: Repeat step 7 for the entire pixel preisethe zone

Step 9: Compute average distance between tloases p

Step 10: Repeat the steps 3-9 sequentially foertitiee zones

Step 11: Finally, 2xn (50) such features wereiobthfor classification and recognition.
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Method Ends
2.2 The Devel oped Hybrid (Geom-Statistical) Feature Extraction Algorithm

Step 1: Get the stroke information of the inputrelsters from the digitizer (G-pen 450)
These include:

0] Pressure used in writing the strokes of tharabters

(ii) Number (s) of strokes used in writing the character

(iii) Number of junctions and the location in the writtdraracters
(iv) The horizontal projection count of the character

Step 2: Apply Contour tracing algorithm to trace the contour of the characters
Step 3: Run Hybrid Zoning algorithm on the contoefrthe characters

Step 4: Feed the outputs of the extracted featfrése characters into the digitization stage ideorto
convert all the extracted features into digitahfier

3. Conclusion and Future Work

In this medium, we have been able to develop actfle feature extraction technique for online eleter
recognition system using hybrid of geometrical estdtistical features. Precisely, a hybrid feature
extraction was developed to alleviate the probldémpamr feature extraction algorithm of online craes
recognition system. However, future and furtheeaesh may be geared towards developing a hybrid of
modified counter propagation and modified opticackpropagation neural network model for the
aforementioned system. Also, the performance of tméine character recognition system under
consideration could be evaluated based on leamateg, image sizes and database sizes.
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Figure 2.2: Writingaracter “A” with 3 Strokes
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Figure 2.3: Division of character image into 35 dyaants
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Figure 2.4: Horizontal Projection Count of charadteage “F”

Start
(a) (b)

Figure 2.5: The Contour-tracing Algorithm (Yamaguetal., 2003)
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Figure 2.6: Feature Extraction using Zoning

Figure 2.7: Character “n” in 5 by 5 (25 equal zsi)
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