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Abstract
For this project, we propose to compare the 802akihthe 802.11e Wireless Local Area Networks (WEAN
The 802.11g WLAN standards are good for data apfitins. However, the 802.11g standard is not well-
equipped to deal with the intended delay and badhitiwiequirements of multimedia applications, suslvideo
and voice over wireless IP. For this reason, aragd amendment (802.11e) was added to the IEEEL802
standard. The 802.11e implements Quality of Ser¢igeS), which enables features through change&én t
Medium Access Control (MAC) layer. The performamde802.11e will be evaluated using OPNET simulation
and compared with the 802.11g WLAN standard.
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1. Introduction

The growing global demand for multimedia streansngh as audio/video over the Internet (especiailtgless
networks) has witnessed quite a progressive inereasr the recent decades. These include accessrterous
electronic services, “including those that disttéorich media content anywhere, anytime, and frosndevice”
[1]. This analytical study focuses majorly on simiag multimedia over the Internet using the IEER.8Q
protocols, and the Quality of Service (QoS) guaradtby the protocol remains the core emphasis of ou
research work. QoS entails the overall provisiobetter service for different types of network fiafor loads)
over several types of packet switched networks.cdgits basic provision of an algorithm for cortirg) the
type(s) of traffic that should be given first hapdority for accessing the network channels. Théwpnek
medium adopted for use may be of any type inclu@ing of the notable Internet Protocol-based datess
networks namely Fiber optic, Ethernet or wirelesshhologies like Third Generation (3G), Worldwide
Interoperability for Microwave Access (WiMAX), or Méless Fidelity (Wi-Fi) [1, 3-4].

Most of the bottlenecks associated with multimestiaaming in Wireless Local Area Networks exisaagsult
of the “bursty nature [2, 8]" of media streams. €equently, the strength of the network changes thieh
network traffic (or offered load). Several otherffidulties emanate from different Quality of Sergic
requirements for Wireless Local Area Networks basedlifferent real-time applications. For instantadeo
conferencing needs minimal delay, zero packet &ek high bandwidth requirement whereas Internetoeod
telephony doesn’t require much bandwidth, though s&ingent on packet delay [4].” Furthermorethe case
of real-time multimedia applications including aoidideo, some of the major network performancediac{or
criteria) affecting Quality of Service include patidropped and packets loss as a result of exeesglay.
Specifically, the Frame Transmission Delay (FTDhe taken by the entire video frame to go fromgbeder to
the client) is very important for video streamifyue to a strict bounded FTD, “every multimedia petakust
arrive at the client before its playout time withoeigh time to decode and display the contentseop#tket [1].”
In addition to the FTD, there is also another delalfed the Interpacket delay (IPD). The IPD referthe delay
between individual packets in a burst of the viflame. IPD is included in the FTD because the F§& sum
of the IDP for each frame.

There is usually a packet loss ratio, associatéld twe FTD, which has to be below a certain thriestmensure
acceptable visual quality. If the packet loss rasicabove the threshold, the packet is lost. La@sikpts are
retransmitted until the packet is successfully ines or that the transmission limit for the paclketeached. A
packet which has reached its transmission limitobezs expired, for an expired packet all the datohes
useless thus it no longer has to reach the cllanthis report we will demonstrate the challengepafviding
QoS for video streaming applications with IEEE 802 and show how these requirements can be met with
802.11e.
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2. |EEE 802.11g and |EEE 802.11e

The IEEE 802.11 standards define the Medium Ac&strol (MAC) sub layer, MAC management protocols
and services, and physical (PHY) layers. Some efrésponsibilities of the MAC layer include reliakdata
delivery, fairly controlling access to the wirelasgdium, the protection of data, basic access nmésing, and
Distributed Coordination Function (DCF) and Poito@&ination Function (PCF) operation.

In 802.11g networks, the MAC layer uses DCF to asdbe medium. The DCF is a “random access scheme,
based on the carrier sense multiple access witlsiool avoidance (CSMA/CA) protocol [5].” The CSMBA
protocol allows for asynchronous data transfer thasea best-effort service, which means that aticts must
compete with each other to access the medium ierdecdtransmit data. Hence, DCF forces stationsaib for
random lengths of time, called the backoff intertaltry and prevent to transmitters from acces#iegmedium
simultaneously. However, all the stations have equarity when it comes to gaining access of thedmm.

Any station that wants to transmit must first detere whether the medium is busy or idle. In theecast the
medium is busy, the station waits until the medibas been idle for a certain period of time, defibgdthe
Distributed Inter-Frame Space (DIFS) [1].

The 802.11 standard also defines an optional matiedcthe PCF. The PCF is a MAC protocol, whichais
“centralized, polling based access method, whees AR is responsible for controlling which statioae
permitted to transmit, and polling all stationsngsspecial control packets to determine if theydneesend data
[7].” Even though, there is some priority acces®@F, it cannot differentiate between traffic sagravith time
sensitive data [1].

Overhead to throughput and delay in DCF stems ftioenlosses due to collision and back-off, wheréeés t
overhead in PCF stems from the wasted polls. PQ¥tdterred over DCF, since the overhead incurrechfr
wasted polls is usually smaller than that of cadlisand back-off.

In IEEE 802.11e networks, on the other hand, theCMlAyer uses Enhanced Distributed Channel Access
(EDCA) to access the medium. The EDCA differs frttibe DCF and PCF in the sense that a probabilistic
scheme is used to prioritize stations [7]. In titsiation, higher priority stations have a lowetageand lower
priority stations have to wait longer amounts ofdito access the medium in order to transfer dadfic such

as voice and video have higher priority than degit, which results in a higher QoS for multimediince there

is higher bandwidth available for such applicatioB®CA, however, is not a separate coordinatiorction.
Instead, it is a combination of the DCF and the Pdich is called the Hybrid Controller (HC). Thétandard
defines four access control queues rather thanajustst effort queue. Traffic is directed in streamh voice
(VO), video (VI), best effort (BE), and backgrou(®K) [5]. Table 1 shows the traffic prioritization the IEEE
802.11e network.

Table 1: 802.11e Prioritization of Traffic [11]

Traffic Category Type Priority
TC1 Background traffics 1 (Lowest)
TC2 Spare traffics 2
TCO Best Effort data traffics 3
TC3 Excellent data traffics 4
TC4 Controlled load data traffics 5
TC5 Multimedia traffics with delay lesg 6
than 100 ms
TC6 Multimedia traffics with delay lesg 7
than 10 ms
TC7 Network Control traffics 8 (Highest)

3. Network Performance Study using OPNET Simulation

The OPNET simulation scenario will consist of amess point streaming video and data, a client veagi
video, and another one receiving data. One scendliaise the 802.11g standard and the other va# the
802.11e standard. The OPNET simulation network ltapois shown in Figure 2. As seen from Figurehk t
network topology contains one application defimitimne profile definition, one access point, onevese one
workstation and an IP backbone. There are two riffe Application Definitions configured — a video
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application (low resolution video conferencing) amdlata application (high load FTP). We includeel data
application to compare how the bandwidth giverhtodata transfer differs in the two networks.

The user profiles — both data and video -are setmosimultaneously and start using a Poissonilligion
(Figure 3). The only difference between scenariBEEB02.11e and IEEE 802.11g is that for the IEEE. Ble
scenario, the HCF parameters are supported. Thables the EDCA function, which enables the QoS-
provisioning for the network. Figure 4, shows whtte HCF capabilities can be enabled in the wotkstaln

the Application Definition, we changed the TypeSafrvice (ToS) for the video application to IntehaetVideo,
and the data application to Best Effort for the 822 scenario, whereas for the 802.11g scenarith bo
applications had the same ToS, namely, Best Efftre. ToS Configuration box is shown in Figure 5.
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4. Simulation and Results
Since the main factors affecting video quality avstained bandwidth, latency, jitter, stream symcization,
and packet loss [7], we will collect the followirsgatistics: packet end-to-end delay, data droppbéd/¢ec),
media access delay, and packet delay variatiorkeéPaad-to-end delay is the time taken for the s®to send a
packet to the destination. If this varies greathgrotime, synchronization will be lost, thus cagsijitter. If the
visual quality is low, the data dropped will be ligrhe media access delay measures the total afubeing
and the contention delays. The packet delay vagiameasures the variance among the end-to-end fibeldgta
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packets from the time created to time received.ofdiog to [8], for interactive video streaming, ghialue
should be less than 50ms. The higher the delapti@ni the more the application is inconsisterteims of its
responsiveness. This is a very important fact@gaiming and interactive video applications.

We chose to simulate the scenario for 1 hour, aedsimulation time was about 53 minutes for ea@mnaiGo.
The simulation seed was set to 128. We receiverksats for the Data Dropped (bits/sec). This ishiiely
because we only simulated the network with one wstation, which resulted in not enough data being
transferred to overflow the buffer.

Figure 5 shows the packet delay variance for bbéhrtetworks. We can see that the delay variatiorthfe
802.119g scenario stabilizes around 0.0000036s emtchd 0.0000028s for 802.11e. This shows that Huket
delay variation improves in the QoS enables 802rkte/ork, where the delay variance meets the remént
for streaming interactive video.

Figure 6 shows the result for the packet end-to{&2i) delay statistic. We can again see that #tie &elay is
lower for the 802.11e scenario than the 802.11gaste— it is almost halved. The media access d@lmure 7)
is also decreased for the 802.11e scenario.

The client FTP download response time increaseth®ooS-enabled scenario (Figure8). This showtssihae
the FTP application has a lower priority than tidewe application, the bandwidth given to the FTpliaption
decreases, thus increasing the download respanee The increase in the download response timeewenyis
not very significant — it increased by 0.005s ie 802.11e scenario.

The results that we received are as expected. TRel8e specification of WiFi does provide bettealdy of
service by prioritizing different traffic streamthus increasing the application responsivenesspagskntation
quality.
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Figure 5: Video Packet Delay Variation Figure 6: Video Packet End-to-End Delay
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Figure 7: Video Media Access Delay Figure 8: Client FTP Download Response Time

5. Conclusion

The purpose of this research was to evaluate tladityjiof service of the IEEE 802.11e and IEEE 803.1
standards. In order to test this, we simulated different scenarios, one with clients accessing strgaming
video and high load FTP, using the IEEE 802.11edsted, and another using the IEEE 802.11g stan@arel to
the changes in the MAC layer of the IEEE 802.1bmd4rd to improve quality of service of video, weect
lower packet loss, delay, and jitter in the scen#rait uses the IEEE 802.11e standard than thesodghat uses
the IEEE 802.11g standard. The QoS for the IEEE @ was better because HCF function has a priority
mechanism, which prioritizes video much higher tht@nFTP data. Our results matched our expectatisribe
packet loss; the packet delay and the jitter wértpaer for the IEEE 802.11e scenario. Hence, seaming
video wirelessly the IEEE 802.11e standard shoelgteferred than the IEEE 802.11g standard, whichiga
moment is used more extensively than the IEEE 8@2.1
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