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Abstract

The demand of money is crucial in the determinatibrihe effectiveness of monetary policy. Key fineh
innovations have taken place in Kenya due to theic&tral Adjustment Programs and the technological
advancements which have affected demand for mdéreyious Studies used number of M-pesa and ATMs as
measure of financial innovation which did not gaecurate results since not all registered M-pesasusarry
out financial transactions and not all ATM carddek use their cards in doing transactions. Thidystherefore
aimed at overcoming these challenges by using thlemé of M-pesa transactions and volume of ATMs
transactions since it would capture the actuakefi financial innovation in the economy by faétayin all the
transactions carried out through M-pesa and ATM® deneral objective of the study was to estallisteffect

of financial innovation on money demand in Kenyalevthe specific objectives were: To investigate #ifect

of the volume of M-pesa transactions on money deném determine the effect of the volume of ATMs
transactions on the money demand. According tobedd Bank, Kenya is leading in financial innovatim
East Africa in terms of money transfer thus wairanthis study. Study period was 2008-2016 basedaia
availability since data on volume of M-pesa tratisms was available beginning the year 2008. Thdystvas
based on Keynesian Theory of Demand for Money. $hidy used secondary data drawn from Kenya Ndtiona
Bureau of Statistics (KNBS), World Bank (WB) CehtBank of Kenya (CBK) and Safaricom. VECM model
was employed in the analysis since some variabégs ¥found to be non-stationary after unit root. t&lstit root
test was conducted using the augmented Dickey Rek¢. Johansen Co-Integration Test was condwiddhe
results showed co-integration which was later agkié using Vector Error correction model. Autodatien
was tested using Breausch-Godfrey LM test in wiiah lags were applied to correct its effect in thedel. The
study found positive correlation between finandiahovation and money demand which was statistically
significant at 5% significant level. This study oeemended that the government should regulate volaime
transactions done through means such as mobile yram& ATM cards. Government should regulate credit
accessibility via mobile phones and ATMs. Governmehould also regulate Financial sector by setting
minimum interest rate charged by all money lendeespective of the sector and means. This woukliena
stable monetary system and a stable economy. loolug other mobile money such as Airtel money, e
money and equitel money in the study of finanaiabivation was recommended as the area of furtseareh.
Keywords. Automated Teller Machine, Money Demand, M-pesaaFkaial innovation, Vector Error Correction
Model

1. Introduction

To understand the functions of money better anobtain an idea over the forms money has taken vy, it

is better to understand the evolution of the paynmmstem. The payment system has been changing and
evolving over time, together with the forms of mgn&old served as the main form of money. Latepepa
assets, such as cheques and currency were usecdray.nThe coins and notes which are used in most
economies today are called fiat money. It is wakiploring the evolution of the payment system, sitize
direction the payment system has been headings@hamportant influence on how money will be dedirin

the future (Mishkin, 1992).

1.1 Fiat Money Development

In the past, most societies used a commodity vathesintrinsic value for money. In order to functias money,
the commodity had to be widely acceptable, whictambehat everyone had to be willing to accept itaas
payment for goods or services. Early forms of comityomoney were, for example, animal skins in As&alt
in Nigeria, cattle in East Africa, tobacco in Anwj or shells in Thailand. Objects like these weeonly used
to buy goods, but also to pay for marriages, fia@sl debts. Although everyday objects were extrgimelctical
forms of money, they nevertheless had disadvantageeell. Firstly, it was a problem to store sorh¢hem for
a long time. Secondly, the accurate measuremetieafvalue was not easy. Difficulties arose wheimg these
objects to plan financial activities for the futumewhen splitting commodities into smaller amoumtsinits. For
the above reasons, some societies started to es®yps metal, such as gold and silver. They haea pepular
commodity monies because they could be used faowspurposes such as jewelry, dental fillings al as
transactions. People in Mesopotamia began usinly swatals about 4,500 years ago. Later, these metais
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also used in Ancient Egypt, China and elsewherdhéittime, they were not exactly coins yet, beeatsy had

no fixed shape. Around 2,700 years ago the firsdscavere produced in the ancient kingdom of Lydiaey
were made of a mixture of silver and gold. Thesg¢aledunctioned as a medium of exchange in moseses,
except for the most primitive ones. This new matahey was an important advance, since it was essEarry
and lasted for a long time. This money could bédéig into different values, and it made planningtfe future
easier. When people only used gold as money, tbaosty was said to be on a Gold Standard. The Gold
Standard was common throughout the world durindateenineteenth century (Mankiw, 1999).

Despite the advantages of metal money, these metals still quite heavy and it was hard to transipigger
sums. It was also easy to steal them. Furthernsorae countries only had limited amounts of precimesals.
They could not use all their resources to make scoither problems with gold and silver occurred mvhe
governments debased them. In ancient Rome, for @raitmhe commodity money was based on gold anérsilv
Emperors in the second and third centuries ofteluged the amount of gold and silver in their cdinthey
needed more funds. Consequently, at the end dghtreecentury, these coins did not contain any jotes metal
at all and the Roman Empire had serious inflateomy worthless coins were produced (Schenk, 1997¢ to
the above mentioned disadvantages of gold andrsibanks evolved in f6and 17th century in England.
Merchants used to store their gold there and iormeteceived a statement indicating how much thag h
deposited. This statement could be signed ovether@ersons when the merchants wanted to buy samet
As a result, paper currency, which are pieces gepdhat function as a medium of exchange, develope
(Schenk, 1997). Initially, paper money was guaraaht® be convertible into an adequate quantityretipus
metal or coins. In most countries this system hadved into paper currency that is issued by theegoment's
decree (fiat). This means that this currency hdsetaccepted as legal tender. It is called fiategamhich is not
convertible into precious metal anymore and hamtrmsic value. For instance, today’s coins onlyé a token
value, that means the face value exceeds the vidltlee metal. The value of fiat money derives frtime
perceived authority and credit worthiness of tisiés. Fiat money is the norm in most societiesytoNational
currencies are issued and managed by the centtkl B&ntral Banks are institutions which contra thoney
supply of the country. If the monetary authoriteee both competent and honest, fiat currencieshailstable,
reliable and efficient.

1.2 Development of New Payment Technologies

Paper currency and coins can easily be stolen andbe expensive to transport because of their gizea
consequence, with the development of modern bankimggues were invented. Cheques are payable candem
that allowing transactions without the use of caecse They can also be written for any amount ufhéobalance

in the account. This simplifies the transactions Farge amounts of balances. As a result, it resluce
transportation costs and therefore, improves ecanefficiency (Mishkin, 1992).

Despite the advantages of using cheque, it is tvery consuming to trade a cheque for currency. ity result
in difficulties if something has to be paid quickiurthermore, it takes a few days until the baiilk akedit the
account with a cheque that a person has depoSitedrocess cheques is also costly. For examplegstbeen
estimated that it costs over 5 billion U.S. Dollpes year to process cheques written within the WJgshkin,
1992).

Due to the development of the computer and advatsledommunication technologies, new advanceseén th
payment system were made such as the inventiorhefetectronic funds transfer system (EFTS). This
technology introduced individual access to the paytrsystem by means of a debit card reader or sopalr
computer. Deposits are simply transferred from pa&y@ayee using electronic devices. Nowadaysefample,
central banks, commercial banks, or corporatioms tcansfer funds to other institutions by using BFEThe
whole paperwork can be eliminated by convertirtg ithe EFTs. It is much more efficient than paynmsstems
based on paper, because it reduces the cost affdreng money and, therefore, decreases the freguef
using cheques and paper money. During the lassypaople have begun to use EFT more and moraljnlifia
The emergence of computer technology in banking farahcial services is well documented. Whethepat
through an Automated Teller Machine (ATM), an Etenic Fund Transfer (EFT) from one account to aegth
or an instant computer credit check for loan puegpsechnology’s effects on the way we do busitiessigh
the banking structure is highly significant. Thenher of Kenyans using debit cards has risen to d@anillion

as banks and commercial giants push for adoptiothefcashless documents. This is an increase eé dw
400,000 users according to new data from CentrakBdé Kenya (CBK, 2015).

The significant growth of the cards is attributedoanks, mobile phone companies and fuel statioskipg for
the use of the multifunctional documents. Some bdrakve stopped the issuance of ATM cards and placiag
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them with debit cards, thus pushing for their udelike automated teller machines (ATM), cards whossn
work is to withdraw cash, debit cards are also uegphy bills including in supermarkets and fueltisins, top

up mobile airtime and access funds both locally iatetnationally. Using the cards is no differerdrfi paying
cash as one uses money that is in his bank accbhistis the opposite of credit cards, where orall®mved to
purchase goods and services and pay later, oftdn imterest. Understanding the demand for monewrin
economy is an important prerequisite for formulgtamd conducting monetary policy. A change in manet
aggregates influences national output, interessrand general price levels. These are importardhbtas that
affect the production and consumption decisionarireconomy. Demand for money is the desired holding
financial assets in the form of cash or bank dep@3oldfeld and Sichel, (1990). Economic agentsaoévated

to hold money to facilitate transactions, precawdry and for speculative purposes. Different mezswof
money supply exist and they include MO, M1, and WBese classifications depend on countries, elikeause

of institutional framework or arbitrary specifioatis. The Central Bank of Kenya (CBK) defines M1 as
including coins and notes circulating in the ecopiand other money equivalents easily convertibte gash.
M2 includes M1 and short time deposits in banks 2a¢hour money market funds. M3 consists of M2 and
includes longer-term time deposits and money matfieds with more than 24 — hour maturity. M1 isoals
referred as narrow money while broad money deseiit2 and M3. Money serves as a medium of exchaage,
a store of value and as a unit of account. Monalerpins all sectors of the economy and ensuresatiperof
economies.

In an economy, the aggregate demand for moneyrisalt of money demanded by households, firms and
government, each with distinct money demand functMoney provides liquidity by facilitating trangams

and can earn interest. The demand for money islynaifiuenced by the level of prices, the levelioferest
rates, and the level of real national output (@®BIP) and the pace of financial innovation (Barr891). The
demand for money has direct relationship with thaegal price levels. Generally, nominal demandnfioney
has direct relationship with nominal output (sushgaoss domestic product), and an inverse reldtipnsith
interest rate. The European Central Bank descfibasicial innovation as the technological advanesich
facilitate access to information, trading and meafispayment, and to the emergence of new financial
instruments and services, new forms of organizadiwthmore developed and complete financial markets.

1.3 Monetary Policy Framework in Kenya

The Central Bank of Kenya was established in 138®wWing the dissolution of the East African Curcgn
Board. The main mandate of the Central Bank wamdtation and implementation of monetary policy diesl

to achieving and maintaining stability in the gexidevel of prices. Pursuance of this mandate sefan the
presumption that money matters, that the behaviorometary aggregates has major bearing on theneaice
of the economy (Kinyua, 2001). The Central Bank vammed with the mandate of developing and maimgin
a sound monetary system in the country as well @staining a desirable level of foreign exchangeachieve
these objectives, the CBK's preferred monetary gyoktrategies included controls on interest ratedic

expansion and money supply growth (Kinyua, 2001).

An analysis of the evolution of the monetary polinyindependence Killick and Mwega (1990) indicathdt
the period after independence was characterizesidipfe macroeconomic environment. The decade di 28
however characterized by unstable macroeconomi@tg&ins emanating mainly from balance of payment
deficits and inflation pressures, occasioned byctiiapse of the Bretton Woods system of fixed exgje rates

in 1971and the 1973 oil crisis. For instance, tidlarose to double digits in 1973 and remainedvsth into the
1980s.

Mwega (1990) explained that the 1980s saw the cgsreconomy affected by external and exogenousksho
emanating from changes in import and export prieelverse weather conditions, Bretton Woods’s stratt
adjustment programs (SAPs) and increasing extelelall. This period was characterized by controlinterest
rates, fixed exchange rates and prices.

In the 1990s, the implementation of the SAPs predittamework for liberalized trade (unlike the postonial
import substitution) as well as market determinatid the exchange rate (Gertz, 2008). This peried aiso
characterized by elimination of price controlsyvptization of state-owned business entities ananfiral sector
reforms, especially of the non-bank financial ingions (Gertz, 2008). The country also witnessed
macroeconomic disturbances in the run up to themgéelections of 1992 when the inflation shot aglbout 50
percent. The decade also saw the tightening ofrreadtdoudgeting and subsequently fiscal control mess
Ndung'u, (1999).
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2.0 Literature Review

2.1 Quantity Theory of Money

The classical economists view of monetary polichased on the quantity theory of money. Accordmghis
theory, an increase in the quantity of money ldads proportional increase in the price level aivg wersa. All
markets for goods continuously clear and relativiegs adjust flexibly to ensure that equilibriumreached.
Therefore, the economy is assumed to be alwaysillaeiployment level, except for temporary deviaso
caused by real disturbances (Pigou, 1927).

The role of money is simply to serve as the uniéxpress prices and values. Money facilitates sobange of
goods and services. Its use satisfies double a#nce of wants, that is, it acts as medium of exgeaMoney
is neutral; it does not influence the determination of relative goods prices, real interest rates and aggregate real

income. The role of money as a store of value gamded as limited under the classical assumptiopediect
information and negligible transaction costs. Thassical economists still recognized that someiqadar

guantity of real money holdings would be neededhgyeconomic entities under certain special circantes.
This consequently led to the formulation of theritg theory of money (Pigou, 1928).

The quantity theory of money explains the role ahey as a medium of exchange. In the classical wbrk
stated that money affects nothing but the pricellehe theory postulates a direct and proportioelationship
between the quantity of money and the price leVék clearest exposition of the classical quantityoty
approach is found in the work of Irving Fisher iis linfluential book: The Purchasing Power of Money,
published in 1911. He examined the relationshipvbet the total quantity of money M (the money sypphd
the total amount of spending on final goods andises produced in the economy PxY, where P is titep
level and Y is aggregate income for the economiodity (V) of money provides a link between M and¥ It
simply represents the average number of times garthat a unit currency is spent in buying thaltamount of
goods and services produced in the economy. Thadmis shown below.

MV = PY (2.1)
In this expression, P denotes the price level, amnotes the level of current real GDP. Hence r&fesents
current nominal output; M denotes the supply of money over which the Central Bank has some control; and V
denotes the velocity of circulation, which is theeeage number of times a dollar is spent on fir@ds and
services over the course of a year. The classamatamists believe that the economy is always atear the
natural level of real output. As a result, clads@@onomists assume that the equation of exchanfjged, at
least in the short-run. Furthermore, classical entats argue that the velocity of circulation ofmey tends to
remain constant so that can be regarded as fixbdy Delieve that causation runs from money to price
Assuming that both Y and V are fixed, it followsthf the Central Bank was to engage in monetaticyahe
effect of an increase in money supply can onlyaase the price level (Laidler, 1993).

An increase in M, only affects an increase in thieeplevel P in direct proportion to the changeMrand the
opposite is true with a decrease in M. In otherdspexpansionary monetary policy can only leachffation.
Contractionary monetary policy can only lead to dedlation of the price level. Thus, as far as stabilization
policy is concerned, fiscal policy has no roléhds no influence whatsoever on the price level. drilg effect is
felt on the interest rate and real magnitudes. rbhe of monetary policy is also limited. It has imluence on
the real side of the economy but it exerts infliean the price and nominal magnitudes (Tsheole§R00

However, the quantity theory has a number of wess®® First, the quantity theory does not explain
unemployment because it assumes away adjustmehteprs. It assumes that production is determined by
resources, and since money is not a resource, ekaingmoney should not change production. It iselyid
accepted that a well anticipated monetary changesb effect on unemployment but only affect pric¥bile

in actual fact the adjustment process of monetasjubances also affects unemployment not justepric
Secondly, the classical quantity theory assumestliae is a correlation between changes in theuainof
money and changes in spending.

In this case, the changes in money supply areatsecof spending. Critics of the quantity theoryehsuggested
that this correlation exists because changes imtheunt of money in circulation are caused by,eathan the
cause of, changes in business activity. In otheddsiathe critics argue that changes in money aeffect, not
the cause. Finally, the quantity theory assumesdhanges in the amount of money in circulationndb alter
velocity. The assumption was dismissed by the Kems, who instead, come out with an alternative
assumption, that changes in money tend to be difsehanges in velocity (Tsheole, 2006).

According to Keynes, “The quantity theory of morigya truism.” Fisher’s equation of exchange is rapde
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truism because it states that the total quantityofiey (MV+M'V’) paid for goods and services mugual their
value (PT). But it cannot be accepted today ttertain percentage change in the quantity of mdemys to the
same percentage change in the price level.

According to Crowther (1997), the quantity theasywieak in many respects. First, it cannot expldiy there
are fluctuations in the price level in the shom.r&econd, it gives undue importance to the prsellas if
changes in prices were the most critical and ingsarphenomenon of the economic system. Third,aitgs a
misleading emphasis on the quantity of money agtheipal cause of changes in the price level mythe
trade cycle.

Prices may not rise despite increase in the gyaotitmoney during depression; and they may notideckith
reduction in the quantity of money during boom. tRar, low prices during depression are not caused b
shortage of quantity of money, and high prices ryuprosperity are not caused by abundance of duantfti
money. Thus, the quantity theory is at best an ifepeguide to the causes of the trade cycle irstiat period
(Crowther, 1997).

2.2 Money and Monetarism

Monetarism has several essential features, witfodss on the long-run supply-side properties ef économy
as opposed to short-run dynamics. Friedman (196@gd the term Monetarist and emphasized on sekesal
long-run properties of the economy.

The Quantity Theory of Money linked inflation andomomic growth by simply equating the total amoaht
spending in the economy to the total amount of maneexistence. Friedman proposed that inflatiors wae
product of an increase in the supply or velocitynainey at a rate greater than the rate of growthd@reconomy.
Friedman also challenged the concept of the PHillfurve. His argument was based on the premisanof
economy where the cost of everything doubles. iddais have to pay twice as much for goods andisesv
without complains because their wages are alscetasclarge. Individuals anticipate the rate of reitimflation
and incorporate its effects into their behaviorofamists call this concept the neutrality of morfdgutrality
holds if the equilibrium values of real variablesluding the level of GDP are independent of theell®f the
money supply in the long-run (Friedman, 1970).

Super neutrality holds when real variables - inzlgdhe rate of growth of GDP are independent efrdite of
growth in the money supply in the long-run. If atfon worked this way, then it would be harmlessrdality
however, inflation does have real consequencesofioer macroeconomic variables. Through its impatt o
capital accumulation, investment and exports, fitta can adversely impact a country’s growth rdte.
summary, Monetarism suggests that in the long-puites are mainly affected by the growth rate inneg
while having no real effect on growth. If the grbwh the money supply is higher than the economiavth
rate, inflation will result (Friedman, 1985).

Growth in the money supply is erratic due to suaitchange in economy making controlling the mosegply
meaningless. Controlling Money supply can leadetession. For example, in the 1980s, the UK purstrézt
Money supply targets but this caused a deep renesbhis was because monetary policy was too tighig to
meet artificial money supply targets. To contrdlation, it makes more sense to target inflatioreclily rather
than through the intermediary of the money supbéidler, 2010).

2.3 The Baumol-Tobin Theory of Transaction Demand for Money

The theoretical work on the transaction demandnioney by Baumol and Tobin (1958) seeks to draw more
precise implications about the variables that deime the segment of the demand for money than K&yne
analysis did. They explained that individuals hoidney or bonds at a time due to uncertainty ofrésterate
fluctuations. They highlight that an increase iname will lead to larger investments in bonds dralitvestor
will enjoy the benefits of economies of scale. Thessumed that the individual agent receives annieco
payment once per period and that the entire rexeipthe agent are expended at a constant ratetloegreriod.
Then, the agent will hold some assets at every fier®d, except the final time period when lastengtiture is
made. The agent incur a brokerage fee every tinathves switched between assets (money and bond antl
that the aim of the individual is to determine tleatel of bond holdings, which will jointly maximezthe returns
from interest income and minimize brokerage costufBol, 1952).
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2.4 McKinnon and Shaw Theory of Demand for Money

McKinnon and Shaw (1973) challenged the dominaebtétical positions of Keynes, and the structuralis
economists on the ground that the crucial assumpfiothese models are erroneous in the contedewloping
countries. They, therefore, advocated financiarhttization and development as growth enhancing@oa
policies. They argued that policies such as interate ceiling, higher reserve requirement, dirdcteedit
policies, and discriminatory taxation of financiatermediaries had harmful effects on economic dghow
McKinnon and Shaw theory stated that, a low or tiegaeal rate of interest discourages savings late
reduces the availability of loanable funds, consgranvestment, which in turn lowers the rate obreamic
growth. On the contrary, an increase in the re@rést rate may induce the savers to save morehveriables
more investment to take place and positively asfecionomic growth (Fry, 1995).

McKinnon and Shaw (1973) advanced the theory ddrfaial liberalization as an alternative to the Haim
restrictive policies. The financial liberalizatigrolicies were aimed at liberalizing interest rabgsswitching
from an administered interest rate setting to a market based interest rate determination; reducing controls on
credit by gradually eliminating directed and subsidized credit schemes; developing primary and secondary
securities markets; enhancing competition and efficiency in the financial system by privatizing nationalized
commercial banks. It suggested a basic complemgntagtween the accumulation of money balances and
physical capital accumulation.

According to McKinnon-Shaw (1973) model, the suscekthe financial liberalization process dependshe
following hypothesis: (i) the effective deepeninfyjtbe financial sector, (ii) a positive correlatidretween
savings and the real interest rate, and (iii) dgoeicomplementarity between the money demand mrestment.
The argument is that potential investors must acdat® money balances prior to their investment. Dneer
the opportunity cost of accumulating real moneyaheés or the higher the real deposit rate of istetbe
greater is the incentive to save.

The McKinnon's complementarity hypothesis is retitel in the demand for money function below:

M/ =11 /y.dn) 2.2)
Where: M is the money stock, P is the price leYelk real Gross National Product (GNP%() is the ratio of
gross investment to GNP, ands{t} is the real deposit rate of interest.

The ratio of gross investment to GNP can also Ipeessed as:

1

Iy = fr,d —m) (23)

Where; 1 -is the average return on physical capital, thus, the complementarity is expressed as;
M

s - /P (2.4)

al'/y)

oM
(—/Y) >0 (2.5)
a(d —me)

Equations (2.4) and (2.5) suggests that it is hetdost of capital, but the availability of finant®t constrains
investment in financially repressed economies. Pphdial derivative of equation (2.4) represents tgney
demand for investment, an increase in investmdntlead to an increase in money demand, while #rgap
derivative of equation (2.5) demonstrates thatraneiase in real deposit rate lead to an increagevestment
because financial constraints are relaxed (Fry5199

Shaw (1973) on the other hand discarded Keyneshfia motive and the neoclassical monetary growtthefria

favor of the debt-intermediation view. There agn#icant differences in the financial systems @veloped and
developing countries. For instance, developed cmmtpossess sophisticated financial institutiombjch

facilitate intermediation between savers and irusstcontrary to developing countries. Therefote\ (1973)
constructed a monetary model, in which money iskbddy productive investment loans to the privatetar

and that the amount of money stock, in relatiorthi® level of economic activity, is positively raddtto the
extent of financial intermediation between saverd mvestors through the banking system. He comdutiat
improved financial intermediation through financi#beralization and financial development increasks

incentive to save and invest thereby raising trexage efficiency of investment (Fry, 1995).
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2.4 Financial Innovation and Demand for Money

The theoretical literature on financial innovatmidemand for money emerged from empirical workirdincial
innovation by Goldfeld and Sichel, (1990). The geiarwhich standard money equations broke downesgad
the creation of a number of assets that appearduk tgery close substitutes of demand deposit, dnctu
accounts and security repurchase agreements, hasmile development of a variety of new cash meameegnt
techniques used by firms to economize on theirlvakdnces. As a result, Goldfeld and Sichel findileginched
an extensive program directed at repairing the eotiwnal specification by taking the effects ofdintial
innovations on the demand for money into accoustahd, 1992).

There are major financial innovations and theattias emphasize specific sources of financial intioma Lewis
and Mizen (2000) explained that the effect of ficiahinnovation on the demand for money dependthersort
of innovation taking place. They provided threesmres, which explained how financial innovation ircsathe
demand for money. First, they indicated that sommvations change the absolute and the relatives ads
holding various financial assets, as well as ratydhe transaction costs associated with exchangfng
financial asset for another. Secondly, financiaiowation had eroded the distinction between bamkkaiher
financial intermediaries and between intermedidtadsactions and market ones. Thirdly, some neentiial
assets created by innovation are close substifoteshe traditional medium of exchange assets, Wwhg
included in the definition of money. As a resutte telasticity of substitution for money rises thgréncreasing
the interest elasticity of demand.

2.5 Empirical Literature Review

Several studies have been conducted examiningribadct of financial innovation on money demand amupty
in the developed and developing countries. Sim88@Q) applied statistical techniques for causalisting by
first separating the variations in money and moimepme into the part that could be predicted fréwa past
values of that variable, and the remainder whicblc¢mot. Using US data, Sims reached the concluiah
causality was unidirectional from money to incomegecting the hypothesis that causality is from meoto
money.

Odularu and Okunrinboye (2009) assessed the implaéihancial innovation on the demand for money in
Nigeria using the Engle and Granger Two-Step Cgiatiion technique. The results show that financial
innovations have not significantly affected the dewhfor money in Nigeria.

Godslove, (2011) investigated interest rates aaddimand for credit in Ghana between 1970 and 26Dig a
vector autoregressive model. The study suggestadrépressive high interest rates in the 1980s lian@
disrupted effective financial intermediation. Ewtough the interest rates were still high sinceyisar 2000, it
was lower than that of previous decades. The esndticated that interest rates have a positiveaohpn

domestic credit in the short-run and a negativeaichfn the long- run. He concluded that while iages in real
lending rate may not immediately hamper the demfanctredit, they might eventually lead to a fall tiime

demand for credit in the long run.

Mannah-Blankson and Belnye (2004) examined the atnp&financial innovation, resulting from the Fir@al
Sector Adjustment Program (FINSAP) in Ghana on mpotemand using cointegration and error correction
modelling. The findings from the study showed aglonan demand for real money balances in Ghanaeulry
income, inflation, exchange rate and financial wat@n, with financial innovation exerting a poséiinfluence

on the money demand in the long-run.

Bilyk (2006) Using the Vector error correction mbd®ECM) investigated and estimated the relatiopshi
between financial innovations and the demand fonewdn Ukraine, using monthly data from 1997-200be
results revealed the significance of financial weitions on both narrow and broad money (M1 and M2)
respectively. The impulse-response analysis indit#tiat the impact of financial innovations wassgrer in the
narrow demand for money specifications. In addijtitve study found a positive impact of financiatdwations

on money demand in Ukraine in the long run andgatiee impact in the short-run.

Maniragaba (2011) examined the effects of finanidralization on the money demand and econonoevtir
using yearly data from 1978-2008 in Uganda. Thedystinvestigated financial sector reforms in Uganda
following financial liberalization measures, likentérest rate deregulation, reduction in direct itred
implementation of prudential rules, privatizatioh state owned banks, reduction in entry requiresiyent
liberalization of securities markets and internadiofinancial liberalization. Employing the errooreection
method, the study found a positive long-run effettfinancial liberalization on the demand for moniey
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Uganda.

Mabuku (2009) investigated the stability of moneynénd in Namibia for the period 1993-2006 usingEhgle
Granger and co-integration technique. Key deterntinariables, such as real output, which is a prioty
income, inflation, exchange rates and interesisrateopportunity cost variables were utilized. (hah 2009)
concluded that interest rates and inflation ratad hegative significant impacts on money demand|ewh
income and exchange rates had significant poséffects on money demand. The analysis was moreoen c
integration between two or more-time series andsatishe estimation of indigeneity among the vaestif
interest.

Khan and Hye (2011) estimated the role of finankiaralization on the demand for money in Pakiataing
annual data for the years 1971 — 2009.To captweetfect of financial liberalization in the modéhe study
used time trends instead of dummy variables thptuca structural breaks. Using the cointegratiod auato
regressive distributed lag (ARDL), the study estenalong run equilibrium relationship between broaohey
and composite financial liberalization index alomigh other determinants of demand for money suclsB#®,
real deposit rate and exchange rate. Results itediexistence of a long run money demand functiorespect
of broad money and that financial liberalizatiorsiiwely affected the demand for money in the lang-as well
as short-run.

Misati et al. (2010) examined the role of financial innovatiom the monetary policy transmission in Kenya
using Two Stage Least Squares (2SLS) and monthby davering the period, 1996-2007. He establisked t
financial innovation dampens the interest rate okhmf monetary transmission mechanism. The paps w
motivated by the fact that the rapid financial imaton in the country could have contributed to Siole
implications on monetary transmission mechanismschvwould necessitate constant revision of pohoyl
instruments, targeting frameworks and operatinggadares to enhance monetary policy effectivendss.study
focused on the interest rate channel through whieh Central Bank implements monetary policy which
significantly changes from including the finandiahovation variable in a money demand function.

Suliman and Dafaalla (2011) estimated the detemténaf narrow money demand in Sudan and found both
long-run and short-run relationship between reaheyobalances and real GDP, rate of inflation, axchange
rates in Sudan using annual observations for th@geetween 1960 and 2010.The study applied both
cointegration and error correction model to testrtlationship. The use of narrow money has sormerddges
such as amenability to control and appropriateommntries with weak banking system and undevelopadkets.
However, it is not easy to distinguish M1 from atheategories of money balances because of shifting
boundaries and the estimation results using Mlless useful in policy since its relationship witbnminal
income varies considerably.

King'ori (2003) studied the determinants of monejoeity in Kenya for the period 1992 — 2002 by deti®ing
four velocity functions of money as currency incailation, narrow money, broad money and extendeddr
money. Using the cointegration and error correctimuels, the study established long-run relatignahid short
run dynamics. The results of the study revealetighart run money velocity as highly influencedfmancial
innovations and the exchange market; while real interest rate had lesser effect. Inflation rate did not have any
significant effect on money velocity. The real papita income had inverse relationship with moneipaity.

Kasekende and Nikolaidou (2014) investigated theeld@ment of financial innovation and its impactrooney
demand in the region using panel data estimaticmnigues for 34 Sub-Saharan Africa countries betvi¥0
and 2013.They found that mobile money not only &gsositive effect on money demand but also leads to
decrease in the interest rate elasticity of demand.

2.6 Theoretical Framework

This study was based on the Keynesian Theory ofdbenfor Money. Keynes criticized the Cambridge digna
because it neglects the role of interest rateseterchining the demand for money. He proposed amraltive
expression of the demand for money, which he natinediquidity preference. Keynes identified threetives
why people demand money, which are transaction v@otprecautionary motive and speculative motive.
According to the Keynesians, the transaction motigscribes the necessity of holding cash to britigegap
between receipts and planned regular paymentsK€gresians suggested that people also hold sonhefaas
unplanned activities, such as paying unexpectdsl, lihd this is known as the precautionary motifvbadding
money. The Keynesians suggested that both transaetd precautionary motives depend on the level of
income. The last motive of holding money identifieg Keynes is the speculative motive, of which undiials
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demand money if they expect the market value @raditive assets to fall. Hence the speculative vadbr
holding money arises from the desire to maximizeltkeand it depends on the rate of interest (Laid810).
Therefore, Keynes theory is useful in this studycsi people requires money for the above three e®tas
highlighted. The three motives namely: transactiprecautionary and speculative are the main faaidnish
influence people in spending money either by us®lpésa, ATMs or both hence affecting money demant a
supply in the economy.

Keynes specified the demand for money as follows:

Md = k(Y) + L) (2.6)
Where: M is demand for money, k{VYis the transaction and the precautionary motivechvitiepends on the
level of income Y), L ( r) is the speculative motive which depends on iisterate ). Keynesians stress that the
demand for real money balances is negatively r@ladeinterest rates, which implies that the demfmdreal
money balances increases with a decrease in ihterees However, the demand for real money balaiges
positively related to real income and demand fat reoney balance increases with an increase irineaine.

3.0 M ethodology

3.1 Research Design

The historical research design was adopted asttldg’s design. Wiersma (1986) stated that histbriesearch
is the type of research design that deals witlicatiinquiry into past events. This helps to proglan accurate
description and interpretation of those events.

3.2 Study Area

The area of the study was Kenya covering the pesfa2zD08-2016. This time period was chosen basedaba
availability. M-pesa was first introduced in Kenya2007 and the first financial report was release@008.
According to The Master Plan Study for Kenyan IndasDevelopment (2007), Kenya lies astride theaqr
in Eastern Africa between Somalia and Tanzaniabamdering the Indian Ocean.

Kenya was of specific interest in this study beeatisvas the first country to introduce mobile mp@aad it has
the largest number of mobile money users in theldvfiorld Bank, 2010). Davidson and Pénicaud (2012)
worldwide mobile money survey indicates that 80cpat of 2011 mobile money transactions were pr@ckss
East Africa. Moreover, Kenya, Uganda, MadagascdrTamzania have more registered mobile money tisens
bank accounts. The study was also interested intopapecific policies.

3.3 Data Analysisand Presentation

Data is quantitative and therefore descriptive imferential statistics was employed in the analyBisignostic
tests such as Unit root test and Cointergrationewsarried out as well as post-diagnostic teststoveerror
correction model was employed in the analysis. @%b Onen (2009) explained that inferential analisissed
to draw conclusions concerning the relationships differences found in research results. The resfitained
were presented in tables. They described tablesfigntes as useful in presenting findings becatisy tan
summarize a lot of information in a small space.

Kothari (2004) explained descriptive statisticsrtean a design that describes the state of affaphenomenon.
He implied that descriptive statistics allows aecgrsher to observe a phenomenon. Isaac and Mi¢haer)

stated that a descriptive research systematicakbgribes the facts and characteristics of a givgmlation or
area of interest, factually and accurately.
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Figure 3.1 Map of Kenya
Source:www.mapsopensource.com accessed on 24 M3y 20

3.4 Model Specification
Theoretical model was informed by the Keynesian aleinfor money equation as discussed in Chapter two
given as:

Md = k(Y) + L(r) (3.1)
Where M'is demand for money, k (¥$ the transaction and precautionary motive, widepencon the level of
income (Y). L (r) is the speculative motive which depends on intaade (r).

Vector Error Correction Model
The cointegration regression only considers thg-lam linkages between the level series of varg@bihile the
Error Correction Model (ECM) is developed to measany dynamic adjustments between the first diffees
of the variables. A simple error correction terndédined by:

€=y — PX; (3.2)

wherep is the cointegrating coefficient, aad is the error term from the regressionypf
onx; Then the Error Correction Model (ECM) is simplyfided as:

Ay, =ag;; +yAx, +uy (3.3)

whereu, isi.i.d. and the first difference of; can be explained the laggeg.; andAx;. &;_1 is the one period
lagged value of the residuals from estimation dfildmrium error term, or inanother word, a disequilibrium

error term occurred in the previous period. Forntzgratedseries, the error correction tergp_q which
represents the speed of adjustment toward the namgralues, offers an added explanatory variablexgain

the first difference of/;. The equation above is a single equation of ECMlwban be also used in multivariate
system. The error correction model (ECM) can bemkéd to the followingquations:

ALnMD; = oy + a;ALnMD,_; + a,ALnMPS;_; + a3 ALnATM,_; + a4,ALnINTER, _; +
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asALnINFL;_; + +agALnGDP;_; + ECT;_; + uy; (3.4)

Equation (3.4) presents the ECM, in which eachaldei is explained by itself and other variablesarcern in
the model. Where;

LNMD; is natural log of real money demand; LnMPS,; is natural log of Volume of Mpesa transactions; LnATM,.
i is natural log of Volume of ATMs transactions; LnINTER; is natural log of interest rate, LnINELs natural
log of inflation, LnGDR is natural log of GDPECT,; is the lagged error correction term departure ftbm
long-run cointegrating relations between these f@uiables. yerror term and (i=1,2...n).

3.5 Diagnostic Tests

3.5.1 Unit root Test

A stochastic process is said to be stationarysifriean and variance are constant over time andothegiance
between the two time periods depends only on theétween the two time periods and not the actoed ait
which the covariance is computed. In order to avepdirious and inconsistent results, stationarist te
necessary in time series data. Unit root is a wigelpular test of stationarity or non-stationaityer the past
several years Gujarati and Porter, (2009). The following hypothesis was tested; H o : § = 0 was used to indicate
unit root exists (time series is non-stationaty) : 6 < 0 : time series is stationary. The study adopted
Augmented Dickey Fuller test (ADF) in testing fdretunit root. Data was de-trended by differentgtihus
making it stationary.

3.5.2 Johansen Cointegration Test

Cointergration refers to the long-run linear moveinef two non-stationary variables integrated oa $ame
order. Cointergartion test establishes whetheretlage non-stationary variables move together inlahg-run.
Variables will be cointegrated if they have a Idegn or equilibrium relationship between (or amottgym.
This study applied Johansen-Cointegration testeki®va, 2011) argued that Johansen procedure builds
cointegrated variables directly on the maximumlii@od estimation instead of relying on OLS estionatand
is able to detect more than one cointegrating icalahip if present. The number of cointegratingtees in
Johansen procedure were detected by the use oflikeithood ratio tests namely; the trace test and the
maximum eigenvalue.

Cointegration portrays long-run association amoagables. The nature of the equation plays a mlesting
for co-integration in a single equation. Johangggr@ach was utilized as it shows the number ofntegrating
equation in a system.

The starting point of the Johansen’s method in &MEmodel of ordep is given by;

Yt =p + A1Yt -1 ... + ApYt—p + et (3.5)

Where Y is an ryl vector of variables that are integrated of oater | (1) and is a vector of innovations.
The Trace and the Maximum Eigen values tests uthdedohansen method are shown in equation 3.5 &nd 3
respectively.

whee :—TZ?—T‘+1 Ln (1 - }\1) (3.6)

e -T (LN -Ad) 3.7)
Where T is the sample size ahtlis theith largest canonical correlation. The trace test tégtsiull hypothesis
of r co-integrating vectors against the alternative llypsis of n co-integrating vectors. The maximum
eigenvalue test, on the other hand, tests the hyglbthesis of co-integrating vectors against the alternative
hypothesis of co-integrating vectors.

3.6 Justification of the Variables, M easurement and Sour ces of Data

This study used secondary data, collected from r@ebank of Kenya, Kenya national bureau of stasst
Safaricom and World Bank. These institutions are thajor sources of information concerning most
Macroeconomic data on Kenya.

3.6.1 Money Demand (M D)

The real money demand was computed by dividingntirainal money demand (M2) with average prices (CPI)
M2 was used as a measure of money demand becausmaer measure of money is more appropriate for
modeling purposes because it is less distortednayéial deregulation and innovations and has aemaliable
relationship with income (Subbaraman, 1993). Data abtained from the World Bank.

3.6.2 Volume of M-pesa Transactions

The variable M-pesa was used based on the fachtlaage percent of Kenyans is using it as a me&banking
hence influencing money demand and supply in tlem@ny. M-Pesa’s users in April 2011 reached 14ionill
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(40 percent of Kenya’s population) and mobile phbased transfers were equivalent to 11 percentOi? (I he
Economist, June 2010). Data was obtained from Bafat

3.6.3 Volume of ATM s Transactions

ATMs facilitate the access to money since a persondeposit or withdraw money at any time withoeing
restricted. This influences the amount money densaml supply in the economy. Sichei and Kamau (2012)
captured the effect of financial innovation on mpdemand using the number of ATMs as a proxy foearicial
innovation. Majority of Kenyans have adopted ATMsameans of making transactions. Data was codlecte
from Central Bank.

3.6.4 Interest Rate

The interest rate indicates the rate at which pebpirow money from the commercial bank. Interagt was
used in money demand since it influences money ddniBhe demand for money is mainly influenced bg th
level of prices, the level of interest rates, ahd tevel of real national output (real GDP) and gaee of
financial innovation Mankiw (2008). Data was obtadrfrom World Bank.

3.6.5 Inflation

Consumer price index (CPI) —annual % was adoptea measure of inflation in Kenya. According to Rékn
(2010) CPI is a statistical time-series measura wfeighted average of prices of a specified sejoofds and
services purchased by consumers. It is a pricexitloat tracks the prices of a specified basketafsamer
goods and services, providing a measure of inflatitata was obtained from Central Bank.

3.6.6 Gross Domestic Product

Gross Domestic Product measures the final valigootls and services produced in a country withiear.yThe
study used GDP as a proxy for income, income isidened as a scale variable in the specificaticth@imoney
demand equation. (Bilyk, 2006) empirical evidenndiéated a positive effect of income on the deméord
money function in Ukraine. Data was obtained froemita national bureau of statistics.

3.7 Post Estimation Diagnostic Tests

3.7.1 Test for Autocorrelation

Autocorrelation or serial correlation refers to ttwse in which the error term in one-time periodasrelated
with the error term in any other time period. Cileaklinear regression assumes that such correlatges not
exist. As a result of a crucial limitation of DunbWatson (DW) statistic, that it becomes invalidentapplied to
a regression equation which includes a lagged dkgetrvariable among its regressors and cannotaiebigher
order autocorrelation, the Breusch-Godfrey (LM} teas employed. The null hypothesis states thaktigeno
autocorrelation of error terms of different timeripds. The alternative hypothesis states that thsre
autocorrelation of error terms of different timeripds. Problem of autocorrelation was correctedubg of the
general linear squares (GLS).

3.7.2 Test for Heter oscedasticity

Heteroscedasticity occurs when the variance ofetiter term is not constant. The problem can be tue
measurement errors. Though heteroscedasticitymtitdead to biased parameter estimates, it carecstasdard
errors to be biased resulting to biasness in tasiscs and confidence interval. This This stueiyployed
Modified Wald test for Heteroscedasticity Test.

3.7.3 Test for Multicollinearity

Multicollinearity refers to a case in which two imore explanatory variables in the regression madehighly
correlated making it difficult to isolate their intual effects on the dependent variable. Variaird&ation
Factor (VIF) was used in detecting multicollineariBujarati and Porter, (2009) argued that the ofillhumb is
that if Variance Inflation Factor (VIF) exceeds 1lfat variable is said to be highly collinear.

4.0 Results

4.1 Descriptive Statistics
Table 4.1 below represents descriptive statistfcsetected variables. The following statistics wgenerated
namely mean, minimum, maximum and standard dewiatio
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Table 4.1: Descriptive Statistic of Selected Vdeab

Inmd Inmps Inatm L nint Ininfl Ingdp

Valid 9 9 9 9 9 9
M ean 1.57 2.66 7.19 2.79 1.98 8.20
Minimum 0.32 1.08 5.01 2.61 1.16 7.93
Maximum 2.38 451 8.2 3.00 2.89 8.89
Standard 0.60 1.08 1.25 0.143 0.56 0.28
Deviation

Where;

LnMD = natural log of Money demand

LNMPS = natural log of Volume of M-pesa Transacsion
LnATM = natural log of Volume of ATM Transactions
LnINT = natural log of Interest rate

LnINFL = natural log of Inflation

LnGDP = natural log of Gross domestic product

Table 4.1 above shows that volume of M-pesa traisecand Volume of ATMs transactions have reldyive
larger variation compared to the other variablesluwhe of M-pesa transactions ranges between 1.081&1
while volume of ATMs transactions ranges from 5a0] 8.2. This means that volume of M-pesa Trarmagti
has relatively high volatility compared to otherighles hence most likely to affect money demards Tay be
attributed to easy access to money either througbilex phones hence increasing money demand in the
economy.

On the other hand, results from the table showsublame of ATMs transactions has relatively higilatility.
This may be attributed to the facts that moneyciseasible through ATM cards without any restricsioAn
individual can access money from the bank at ang tand any place as long as there is ATM machine.

4.2 Correlation Matrix

A correlation coefficient indicates whether theseai linear relationship between two variables andbsolute
value ranges from 0 to 1. A value of 0 indicatest there is no relationship whereas a value ofdicates that
there is a perfect correlation and the two variablary together. The sign of the correlation coedffit will be
negative or positive depending on whether the tarables move in same direction or in oppositediioa.

Table 4.2 Correlation Matrix Showing the relatioipsbetween the Dependent Variable and the Indepg#nde
Variables.

Inmd Lnmps Inatm [nintr Ininf Lngpd
LnMD 1
LnMPS -0.50* 1
LnATM 0.02* -0.59 1
LnINTR -0.38* 0.22 0.77 1
LnINFL -0.06* -0.21 -0.09 -0.17 1
LnGDP 0.38* 0.91 -0.77 0.06 0.17 1
Where:
Key:

** = Significant at 10% Significance level (2-tailed)
* = Significant at 5% Significance level (2-tailed)
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From table 4.2 above, LnINT has weak negative tatioen of 0.38 with LnMD at 5%significance levelsAhe
interest rate reduces money demand increases aadversa. If interest rates are low, bond pricdk ngie.

When bond prices are high, financial investors béltome concerned that bond prices might fall hé&eeping
their wealth inform of cash. That suggests thathhigpnd prices and low interest rates would increse
quantity of money held for speculative purposesav@osely, if bond prices are relatively low, itlikely that

fewer financial investors will expect them to falill further. They will hold smaller speculativealnces.
Therefore, it expected that the quantity of monesndnded for speculative reasons will vary negatiwéth the

interest rate.

LnINFL has weak negative correlation of -0.06 add 9 with LnMD at 5% significance level respectiuelhis
shows that as inflation increases money demanddasmeases and vice versa. This is attributed vergonent
activities in trying to control inflation in the eaomy hence reducing amount of money in circulation

LnGDP has weak positive correlation of 0.38 withMD at 5% significance level. This shows that assgro
domestic product money demand also increases.i§ldae improvement in country’s GDP hence leading t
increase in national income. Increase in nationabine stablelizes the economy hence leading tm@edse
government spending and subsequent increase inyna@meand.

LnNMPS exhibits a strong positive correlation withMID having correlation coefficient of 0.50. The mation
is statistically significance at 5% significancedé This implies that as volume of M-pesa transastincreases
money demand also increases. This is attributexsy access to credits and liquid cash throughlenphbnes.
There exists a weak correlation of 0.02 betweenTMAand LnMD which is significance at 5% significanc
level. This means that as volume of ATM transadiorcrease, money demand also increases. Thiseidodu
reduction in transaction cost with reduced travsfashce and waiting time. Thus individuals in countill have
to desire to keep money in cash since they caargetime the need arises through ATM cards.

4. 3 Econometric Tests

4.3.1 Unit root Test
The Augmented Dickey Fuller stationarity test wasducted in the model using the equation with astaom
and a trend and the results presented in the 4aBland 4.4 respectively.

Table 4.3 The Augmented Dickey Fuller (ADF) Tesulés

Variable T-statistics Critical values(5%) P-value

LnMD -4.770 -3.7500 0.0001
LnAMPS -0.6490 -3.7500 0.8594
LnATM -0.3380 -3.7500 0.9200
LnINTER -2.7980 -3.7500 0.0586
LnINFL -5.1110 -3.7500 0.0000
LnGDP 1.3920 -3.7500 0.9971
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Table 4.4 The Augmented Dickey Fuller (ADF) testulés in first difference

Variable T-Statistics Critical P-Value Order of integration
Values (5%)

ALNMD 11.4600 -3.7500 0.0000 I(1)

ALNMPS 3.2950 -3.7500 0.0000 I(1)

ALNATM 7.7100 -3.7500 0.0000 1(1)

ALNGDP -1.7270 -3.7500 0.0000 1(1)

From table 4.3, only LnMD and LnINFL were found lie stationary at 5% significance level. The renmagni
variables LnMPS, LnATM, LnINTER and LnGDP were atin-stationary. They were to be differentiated once
to remove unit root after which they were testedim@gnd found to be stationary at 5% significareeel as
shown in Table 4.4.

4.3.2 Johansen Cointegration Test

Variables LnMPS, LnATM, LnINTER and LnGDP were falto be non-stationary during unit root test angd an
estimation done using them would suffer the problenspurious results. Therefore, data was subjetiied
cointergration test for assessment of the suitgtolfi the selected estimation methods. The goabaftergration
test was to establish whether two or more nonestaty variables moved together in the long-runc&ianly
two variables were found to be stationary, all otheriables (LnMPS, LnATM, LNINTER and LnGDP) which
exhibited non-stationarity properties were subjeédi® cointergration test using Johansen cointdagratest.
(Ssekuma, 2011) argued that Johansen procedurdsbodintegrated variables directly on the maximum
likelihood estimation instead of relying on OLSiesttors and is able to detect more than one caiatieg
relationship if present. The number of cointegigtuectors in Johansen procedure were detectedebygh of
two likelihood ratio tests namely; the trace test and the maximum eigenvalue.

The test for cointegration implemented in vecrardsWwased on Johansen’s method. If the log liketihmfathe
unconstrained model that includes the cointegragipgations is significantly different from the lbielihood of
the constrained model that does not include thetegrating equations, we reject the null hypothedisno
cointegration. The results were presented in thie t4.5.

Table 4.5 Unrestricted Cointegration Rank Test {&Ja

Max rank Eigen Value Trace Statistic Critical value
0 - 63.3465 29.68

1 0.9973 21.8474 15.41

2 0.9465 1.3580* 3.76

3 0.1763

Table 4.5 presents the findings of cointegratissisteinder the assumption that the underlying tremdsof a
deterministic nature. In order to assess the geitygibf cointegration analysis to the alternatsgecification of
the trend parameter, especially, given that unit tests provide supporting evidence of plausilbéelsstic
trends, the sample series cointegration test was performed. This was under the assumption that th
underlying trends in the variables are of stochastiture. The qualitative outcome of the cointégrafnalysis
remained the same and did not hinge on the chditbeotrend parameter. From table 4.5, when R=@&ra
statistics is 63.3465 which is greater that critiGlue of 29.68. When R=1, Trace statistics i82T14 which is
greater than critical value of 15.41 and therefeegcting the null hypothesis of no cointegratian5&6
significance level. Conclusion was that there waslanger a long-run relationship among the dependen
variables (LnMD, LnMS) and the non-stationary vhatés (LnMPS, LnATM, LnINTER, LnBR, and LnGDP).
An error correction model, which reconciled thedemin relationship with a short-run association was

Table 4.6 below presents regression results olutadfier subjecting money demand model to a veatar e
correction process.
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Table 4.6 Overall Regression Results of Money dehtzased on VECM.

Variable Coefficient Std.Error T-statistics P-value

LnMPS -0.2130 0.0796 -2.6759 0.0000

LnATM 1.5534 0.7499 2.0715 0.0010

LnINTER -0.7918 0.2978 -2.6600 0.0000

LnGDP 0.0140 0.0071 1.9618 0.0021
R-Squared = 0.6875

Breausch-Godfrey AR (1) processChi-Squared- 7.00

LM test of autocorrelation: Prob > Chi-Squared 0.0082

AR (2ppess: Chi-Squaredl0.358
Prob > Chi-Squared 0.8042

Modified Wald test
for Heteroscedasticity: Chi-Squared (1) =1.29
Prob>iSguared= 0.000

Variance Inflation Factor (VIF) Test
for Multicollinearity: Mean VI 2.52

4.4 Regression Results and Discussion

4.4.1 Volume of M-pesa Transactions and M oney Demand

From table 4.6, Coefficient of volume of M-pesansactions is -0.2130 and statistically significant5%
significance level. A unit decline in volume of Mega transactions leads to 0.2130% increase in nmibsmagnd.
Volume of M-pesa transactions is inversely propow to money demand and an increase in volume-pébé
transactions subsequently leads to a decline inesn@emand. M-Pesa encourages people to feel safg ab
keeping funds in their M-Pesa accounts for fairtyeaeded periods of time. Mobile money also affoadseasy
and cost friendly means of moving money. This exrgla decline in money demand every time therenis a
increase in volume of M-pesa transactions. M-Peaasactions increase cash in circulation and hence
individuals move away from holding money in formliofuid assets (M1) into to less liquid assets (M2V3)

and as a result the demand for money is reduceed.fifdings are consistent with those of Kasekenu# a
Nikolaidou (2014). The results are also in line hviKeynesian theory of money demand and specifically
transitionary demand for money. The transactionmatel for money arises from the medium of exchange
function of money in making regular payments food® and services. According to Keynes, it relatethé
need of cash for the current transactions of palsamd business exchange. It is further divided intome and
business motives. The income motive is meant tdgerithe interval between the receipt of income isd
disbursement. Similarly, the business motive is mhdéa bridge the interval between the time of immng
business costs and that of the receipt of the maleeeds. If the time between the incurring of exiieire and
receipt of income is small, less cash will be hejdthe people for current transactions, and viasaeThere
will, however, be changes in the transactions dehfan money depending upon the expectations ofrimeo
recipients and businessmen. It is for the abovesorshat M-pesa has contributed to decline in mateaypand
since people can easily access cash through phonéirme a need arises without incurring time aral/eit
expenses.

4.4.2 VVolume of ATM Transactions and M oney Demand.

Table 4.6 results shows a positive coefficient @584 of Volume of ATM transactions on money demand
5% significance level. This is consistence with #pected results since an increase in volume oVAT
transactions is expected to lead to an increasgeimand for money. A unit increase in volume of ATM
transactions leads to an increase in money demgrid3534%. Volume of ATM transactions affect money
demand positively and therefore they are directigpprtional. Increase in number of ATMs signifidgnt
increases the frequency of money demand. ATM tiwses affect optimal cash holding in the sensé tha
reduces waiting and time cost. Therefore, peoplk ATM cards will be willing to spend money sincegadily
accessible. This will lead to increase in demandnfoney in cash balances hence increasing aggregaiey
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demand in the economy. The results obtained inrasinthose obtained by Kipsang (2003) in which dund
that number of ATM transactions did not have sigaift effect to the money demand. This could bebatied
to the fact that he used number of ATM transactemepposed to the volume of ATM transactions.

4.4.3 Interest Rate and M oney Demand

Table 4.6 results shows that the coefficient oélest Rate is -0.7918 for the money demand. Th#ideet is
statistically significant at 5% significance levéhis means that 1% increase in Interest Rate l&a0s7918%
decline in money demand. This is true for the sjaime demand for money as highlighted by Keynesian
the General Theory, Keynes argued that expectatibost future bond prices tend to be sticky. A fisbond
prices causes more investors to join the bear teigand so increases the aggregate demand for money.
Speculative demand for money is inversely relatethe rate of interest. The higher the rate ofrbgt the
smaller will be speculative demand for money arme wiersa. If market rate of interest is very hig averyone
expects it to fall in the future (rise in price lmdnd) thereby anticipating capital gain from bomdding, people
will convert their money into bonds. This will lowspeculative demand for money. On the contrarihefrate

of interest is low and people expect it to risduture (fall in price of bond) anticipating capitaks from bond
holding, people convert their bonds into moneyrithen to avoid future capital loss. They hold up eybalance
thinking that income from non-monetary assets likad will be low and so the cost of money holdirij &so

be low. Thus, speculative demand for money becoweeg high so much so that when the rate of interest
declines to minimum, say, 3%, speculative demandrfoney becomes infinite (perfectly elastic). Tpishes
the economy into liquidity trap and the speculativamand curve becomes flat. Thus the results arsistent
with Keynesian theory of speculative demand for ey he results obtained are consistent with thdirfigs of
Mabuku (2009) in which he found that interest fz€d negative significant impacts on money demand.

4.4.4 GDP and M oney Demand

From the regression results in table 4.6 the adeffis of GDP in relation to money demasgasitive 0.0140
which is statistically significant at 5%significantevel. This means that 1% increase in GDP leads0140%
increase in money demand. An increase in real GiaReases incomes throughout the economy. The demand
for money in the economy is therefore likely to greater when real GDP is greater. Transaction ddnfam
money rises with an increase in nominal GDP. THuthé amount of goods and services produced in the
economy rises while prices of all products remhasame, the total GDP will rise and people withded more
money to make the additional transactions. On tteroside if the average prices of goods and sesvic
produced in an economy, then even if the econormgymres no additional products, people will stilhdad
more money to purchase the higher valued GDP, h#meelemand for money to make transactions wid.ris
The results of this study are in agreement withfitgings by Kipsang, (2003). GDP is a key deteiaminof the
money demand in Kenya.

From regression results presented in the Tablecddficient of determination @ of money demand is 0.6875
which is 68.75%. This means that 68.75 changekamioney demand is accounted for by volume of Mxpes
transactions, volume of ATM transactions, intemase, inflation and GDP. The remaining 32.25% clesnig
money demand is explained by other factors outdidemodel. The model is good since high percentdge
changes is explained by factors in the model.

Breausch-Godfrey LM test of autocorrelation for AR process results presented in the table 4.6 skzo@hi-
Squared of 7.00 and P-value of 0. 0086. Chi-Squardde is greater than P value hence rejecting null
hypothesis of no correlation. This confirmed presenf serial correlation. Model was refitted withot lags
included as regressors and then Breausch-Godfreydstiwas run after which AR (2) process indicatimat
the null hypothesis of no autocorrelation is acedince P-value is greater than Chi-Squared valueodified
Wald test was carried out to test for heteroscézigstind the results presented in Table 4.6. Robtandard
errors model was run before the test was carriesbliee for the problem of Heteroscedasticity. TheaRie for
the modified Wald test is 0.000 which is less tBa0b implying that the null hypothesis is rejectedl therefore
the residuals are homoscedastic. Multicollineatédgt was done by use of Variance Inflation FackiF).
Gujarati and Porter, (2009) argued that the ruléhafmb is that if Variance Inflation Factor (VIFxa=eds 10,
that variable is said to be highly collinear andeviversa. Table 4.6 shows multicollinarity tesutessfor the
model. Mean VIF is 2.52 which is much far from Tthe study therefore found no multicollinearity tigbu
present but a small amount of it since it canndiubig eliminated.
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5.0 Conclusion

This study established that Volume of M-pesa Tretias had influence on money demand in the Kenyan
economy. The results showed a negative relationbkigveen volume of M-pesa transactions and money
demand indicating that the people with M-pesa actoare likely not to be interested in holding mpirecash
since they can easily access money from their phatenever need arises. This is in agreement vagmgisian
argument that people would require money for thraetives namely: Speculative, transitionary and
precautionary. The same motives remain but peomenat worried since they can access money frornn the
phones easily. This reduces the transitionary ctiste cost as well as the transportation costrimcliwhen
travelling to the banking halls. This explains wigople are not excited in holding cash balances.

Volume of ATM transactions had a positive relatiopswith money demand. This means that Increase in
volume of ATM transactions increases money demamndhe economy. Increase in number of ATMs
significantly increases the frequency of money didw and hence increasing money demand among
individuals in the country. ATM transactions affegtimal cash holding in the sense that it redweaising and
time costs. Therefore, people with ATM cards w#l Willing to spend money since it is readily acdass This

will lead to increase in demand for money in caalafices hence increasing aggregate money demahe in
economy. Increase in money demand can result letiori and is for this reason that it needs to drolled.

Interest rates had a negative effect on money ddn@mne of the motive of holding money identified Kkgynes

is the speculative motive. Individuals demand moneycash balances if they expect the market value o
alternative assets to fall. Hence the speculatioéivie for holding money arises from the desire taximize
wealth and it depends on the rate of interest. Mat®emand is therefore affected by the interest aatk this
affects investments. This could be due to the itoresanting to keep their wealth inform of bonds.

Results showed that GDP had a positive relationslfitip both money demand. Transaction demand forayon
rises with an increase in nominal GDP. Thus ifdnunt of goods and services produced in the ecpmizes
while prices of all products remain the same, titaltGDP will rise and people will demand more mpihe
make the additional transactions. On the other Sitlee average prices of goods and services prxdiic an
economy, then even if the economy produces no iadditproducts, people will still demand more morney
purchase the higher valued GDP, hence the demamddioey to make transactions will rise.

Recommendations

Based on the results obtained from this studys @tléar that financial innovation has a great imhmscmoney
demand in Kenyan economy. This is attributed tgdarumber of people with M-pesa accounts thus doirge
M-pesa transactions and as a result affecting bathey. The government therefore needs to come swithe
policies on how it can regulate the amount tramsastthrough means such as ATMs and M-pesa. THIs wi
ensure that money demand in the economy is coatkbiénce the economy will remain stable.

Government should also develop policies to regutatmey accessibility inform of credits through niebi
phones and credit cards. There should be a stamderdf interest which should be charged to adit@mers

borrowing loans through mobile phones and creditiaHigh interest rate will reduce the number ebple

borrowing loans hence reducing money supply irett@nomy as a result of increased money demand.

Government should also put policies in place tepd® the financial market as a way of promotingirial
innovation and use of technology in the bankind@eso as to encourage more people to be savermeastors
through the mobile banking. This will lead to monagrket stability as a result of reduced money dehsnd
subsequent increase in investments.

Areas of Further Research

This study concentrated on the effect of finangiabvation on money demand. The study improved ftben
previous ones since it used the volume of M-pemastictions and volume of ATMs transactions as agapts
earlier studies which had used number M-pesa and®\1espectively as proxy for financial innovation.
However, this study was not able to incorporateothobile money such as Airtel money, Orange marey/
Equitel because by the time of the study there wasdata available. Therefore, a further researet th
incorporates Airtel money, Orange money and Equigglds to be considered in future. This study stisdied
effect of financial innovation on the aggregate remoy. A further study to establish effect of finaic
innovation on individual persons is also recommende
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