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Abstract

This paper compares and analyses the Denial-oficgeaitacks in the two different Network architeesi The
two architectures are based on different routingreaches: Hop-by-Hop IP routing and source-routising
Bloom filters. In Hop-by-Hop IP routing, the packetader contains the address, and the route idetbciode
by node. Forwarding in this method requires a nimdbave a routing table which contains the porotigh
which the packet should traverse depending on tltreas of the destination. Instead in source-rgutihe
forwarding identifier is encoded with the path alet should take and it is placed in the packetibealhe
forwarding identifier in this approach does notuieg a forwarding table for look ups like the IRiting; it relies
on Line Speed Publish/Subscribe (LIPSIN) forwardaadution that focuses on using named links notesoor
interfaces. The forwarding identifier encompassestaf Link ID’s which specifies the path to tleeipient and
they are encoded in a Bloom filter. The In-packktdin filters serve as both path selectors and palzkties,
and they are generated dynamically. However, tigsis is going to focus on the latter network tedbgy by
looking at both its benefits and drawbacks as wasllnalysing the possibilities of having a Denfas@rvice
attack.
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1. Introduction

DoS is an attempt to flood an online service or pgotar resource by an attacker(s), with unwanteffidran
order to prevent it from functioning efficiently oeliably (Yuval et al., 2010). A lot of sites weaffected by
such attacks and some believe that this DoS att@ak®e minimized or completely eliminated by perfimg a
change in packet forwarding logic in such a wayt thavill not affect Internet Protocol (IP) or othéayers in
TCPI/IP (Transmission Control Protocol/Internet Beol) protocol stack. DoS poses a lot of secuhtegats, this
made experts to categorize the attacks in certaiges (Mohammed & Martin, 2011). The first stagehis
preventive stage which focuses mainly on tryindfilter out as many unwanted packets as possiblalsib
reduces the problem of spoofed IP packet and jgutkaterrent warnings is also a* form of a preventheasure.
The second stage is the detection stage whichrisecned with discovering an attack and identifyitagr he
third one is defense which is also more like tihgt fone; it is concerned with putting necessarysgcmeasures
in place (Mohammed & Martin,2011).
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Fig. 1. DDoS: In a Distributed DoS attack the &taccompromises a first tier of vulnerable compsiter
and through them orders a second tier of severet c@mmputers to simultaneously attack a specifigeta
(Loukas & Okey, 200¢.
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The aim of this paper is to compare and analyzeDbmial-of-Service attacks in the two different Wetk
architectures. The two architectures are basediff@reht routing approaches: Hop-by-Hop IP routiand
source-routing using Bloom filters. In Hop-by-Hop touting, the packet header contains the addaeskthe
route is decided node by node. Forwarding in thishod requires a node to have a routing table wiictiains
the port through which the packet should traveesgedding on the address of the destination. Insteadurce-
routing, the forwarding identifier is encoded witie path a packet should take and it is placedhénpiacket
header.

Denial of Service attack has become an issue ohaern mostly due to the speed, sophisticationdistdbuted
nature of the attack which makes it difficult terify and mitigate. Also, DoS attacks can occuary layer of
the TCP/IP protocol suite, where each layer hasvits distinct type of attack.

The problems caused as a result of DoS attacksoism®us in today’s internet. Within the past fevang the
Distributed DoS has been an increasing issue afngern than mainly utilizes compromised machinesnfr
disparate locations to launch an attack on a sing#. In 1999, an organization which overlookssbeurity of
the internet famously known as Computer EmergerespBnse Team Coordination Centre (CERT/CC), created
an ad-hoc team of security experts from differenations to provide a suitable solution for preirenDDoS. A
year later, several sites most of business sitag @&tacked one after the other, such sites wesy.eBm,
yahoo.com, Amazon.com, Etrade.com, ZDNet.com ang.d®m (Sandstorm, 2001). And the nature of the
attacks carried out was purely DDoS, because alltridiffic generated was of malicious intent andytbame
from multiple locations at once. However, it candsen that preventing DoS attacks has become ae &fs
great concern considering its speed, strength,istiqation and distributed nature. It is also véifficult or
somewhat impossible for one to find a stable sotufor DoS attack in the internet (Sandstorm, 2001)

If we look closely on the nature of DoS attacks,witt notice that all the attacks carried out aseaaresult of the
knowledge of the destination address of the hétasever, ICN network provides alternatives to tinelerlined
forwarding mechanism that shifts the messaging digma to strictly publish/subscribe. This method sk
information as the first class object and it isigiesd for efficient delivering of such informatide. finding and
forwarding information to hosts. In this architeetuthe sender and the receiver are completelyupded in
both time and space thereby making the recipietii@fmitiator of the communication.

This project focuses on identifying the benefitaising ICN network as an alternative to forwardmechanism
in place of the traditional IP network. The ICN wetk uses an In-packet Bloom filter as the forwagdi
identifier, where a complete analysis of the fgiesitive probability is carried out. The formulased in the
false positive analysis are, the classical formilase formula and the experimental formula. Howgtleis
work does not involve the actual implementatiorinaf Bloom filters on the router, but rather an arption of
the possibility is given.

2. Literature Review

During the Iranian presidential elections, repstiewed that protestors lunched a Distributed Desfil@ervice
attack (DDoS) on the official website of the Iramiggovernment (Noah, 2009). Similarly, some social
networking sites were also hit by a DDoS attackalvhade them incapacitated for some time. Aga0it0, a
group famously known as “Anonymous” lunched a DDatfack on several sites like MasterCard.com &
Visa.com in showing solidarity on the popular Whaidtlowing site known as wikileaks which is foundey
Julian Assange (Addley & Halliday, 2010). Theseaeks were all deliberate action by hackers with dbke
intention of redirecting heavy unwanted trafficaio intended site.

2.1 Denial-Of-Service Attack on | P Networks
The overall motive for carrying out a DoS attackies from inconveniencing simple internet useréiniancial
institutions such as banks, as well as interceptheglit card payment from their gateways. The ncoshmon
method of DoS attack is by overwhelming the tawgéh communication requests there by making it isgible
for the target machine to respond to other legittmmaquest. Some of the major symptoms outlined)biyed
States Computer Emergency Readiness Team (US-C&eT)

« Denying access to web sites

e Slowing down overall Network Performance

« Rendering a particular web site unavailable

e Unusual amount of spam messages (e-mail bomb ominp
DoS can also be used to gain access to other @eoplaputers without their consent there by makhng t
computers slaves to the attacker's machine. Theladt then instructs all slave computers to semdilskneous
request to a particular destination. This type oBttack overloads the victim’s computer and #tevark, it is
popularly known as bandwidth attack. Some of théhods used by DoS attackers to flood services are:
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« Exhaustion of computer resources

e Interruption of routing information

« Interruption of network-Host components

e Hindering communication between users and the d#énvictim to prevent them from
communicating adequately.

According to (Tao et al., 2004), DoS attacks carclassified into those attacking stand-alone maehiand

those that attack network-connected host. DoS kata@an also be done by insiders (i.e. those thae ha

knowledge about the organization), but this typattdck can be counter measured by putting adeghgsical
security on the servers and some of the networkpooients.

i. Standalone Attacks: In this type of attack, the system resourcesk(dipace & CPU time) are
consumed by the perpetrators or programs (virusBsg popular standalone attack is known as
Asymmetric attack. Examples are Smurf attack, SMdd and sockstress. (Tao et al., 2004).

ii. Network Host Attacks: These are DoS attacks that are associated wighiogtion Layer, Transport
layer and Network layers. Some of the attacks Apmlication-Level floods, nuke, Teardrop attack,
ICMP flood, E-mail Bomb, Ping of Death, etc (Taét 2004).

Other types of DoS attacks are, Permanent DoS (PmuStributed DoS (DDoS) and Low-rate DoS
attacks.

iii. PDoS: This is an attack that damages the entire systeanpioint of replacement or reinstallation; it is
also known as plashing. It takes advantage of #gctlaws and remotely gains access to the
management interface of the machine. The attackemally replaces the victim's firmware with a
corrupted or defected firmware image (John, 2009).

iv. DDoS: This occurs when multiple compromised systemswaade to simultaneously target a system by
flooding its bandwidth or resources. The attacl@ngromises a system mostly with a Trojan (virus),
which at times comes with a zombie agent or alltvesattacker to download one on the system there
by making the system a slave to the attacker. Tel®r then uses a client program mostly handders
issue a command to the zombie agents. In DoS tackas made from a single host, while in DDoS the
attacker uses multiple hosts to attack simultarigoagainst a host. Sometimes a machine may
voluntarily be part of a DDoS attack.

The advantages of DDoS to an attacker are:
« Difficult to turn off
e Multiple machine means more traffic
e Very hard to track down

V. Low-Rate Dos. This is a new type of DoS attack which is aimededucing TCP throughput by taking
advantage of the TCP’s transmission timeout. #$® called shrew attacks and eludes detectiohdoy t
nature of its low-rate effect (Changwang et al1®@0

2.2 Possible Denial-Of-Service Attacks In |.C.N. Using Sour ce-Routing

i Replay Attacks. This happens when a legitimate traffic is usednnillegitimate way. For
instance when a Zfilter destined from a particglanrce to a destination is used to flood or
provide traffic on that sink. (Rothernberg et 2009)

ii. Computational Attack: This is a situation where by the attacker makesesanalysis about
collected Zfilter in order to discover some kindcofrelation between them. The similarities
in the bit pattern more likely represent a pattatparticular destination. (Rothernberg et al.,
2009)

An attacker can inject traffic in a delivery trdene can identify a Zzfilter that passes from a
source to the pre-defined route nodes.

2.3 Bloom Filters
A Bloom filter is defined as a set of data struetuwhich is used to ascertain membership queriato@hini,
2008), or simply it is used to test the membergliipn element in a given set. The idea was firsetbped by
Burton Howard Bloom in 1970 (Bloom, 1970), whereclhasidered the following properties:
« False positives are liable to occur, but measuresat in place to control the frequency, whileséal
negatives are impossible to come by.
« The amount of time required to ascertain the mestijerof an element at a particular node is always
independent of the number of elements encodecdtisegh
« Bloom filters require only a small amount of sps&zeatore its elements.
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We know that in ICN, information objects are alwagensidered as the first class abstraction: i.eingi
emphasis on the receiver’s interest to ensuredligbility and efficiency in the distribution of éhinformation
(Kutscher et al, 2010). In this approach, the imfation is encoded in the forwarding identifier;stiihesis will
be focused on using Bloom filters as the forwardimechanism, because it provides the flexible usdgeurce-
routing-like services. The solution of source rogtias proposed by LIPSIN (Jokela et al, 2009) igadhe
naming of nodes or interfaces, instead only linkesrramed which are separate in every directioradiition,
the forwarding identifier encompasses a set of liblk which are encoded as Bloom filters (Bloom7Q}

In source routing, all the routers (links) whiclpacket is expected to follow are predefined ingheket header
and each forwarding node only contains informatiwout directly connected links in its forwardingla In
essence, this makes the packets very large anfbrilvarding table to be very small (Trossend, 20@pom
filters gives basis for an efficient multicast nmwgt in which all the recipient links are encodedtlie packet
header without having to replicate a packet at eéaaisfer, it does have a very high degree of #gdoy using
a strong cryptographic algorithm when encodinglihies. Bloom filters also have a way to reduce thag of
likeliness (false positives) generated in the setthe probability of having a corresponding linkhe set which
is not previously defined in the Bloom filter (Retinberg et al, 2009).

2.4 Forwarding With Bloom Link Identifiers

According to (Schnell et al, 2010), a bloom filmmtains an array of m-bits (x1, x2,..., xm) withlats set to
zero, then there exist a k independent hash fumetbl,h2,...,hk) where k<<m and m can be very lafgen
for a given element to be stored, a hash functidinbe applied and the result will determine wheweplace the
value 1 at the m-bits. The fact that there are ghhfnctions makes it imperative to set 1 at a#l kdbits
positions in the bit array (Antognini, 2008). Witie value of m-bits relatively large and k-bits beeall makes
the link ID’s statistically unique. Normally, thank ID’s serves 2 purposes: firstly, a Boolean Gmérformed
on the link ID’s that constructs the delivery triemethe required destination, and secondly, upoivarof a
packet at a particular node, the node performs alddm AND on the packet from the list of links its i
forwarding table.

If there exist multiple link ID’s match, then thagket is forwarded as a multicast to all the cqoesling links.
The more the number of links included in the Blofilter, the higher the probability of having falpesitives.
Normally, false positives happen when an elemepsdwt belong to a set of links defined in the Bidfdter,
but erroneously the link coincides when the BoolAAID is been performed. If the number of bits ie #rray
increases then the probability of false positivesrdases, at the same time, if the numbers of alsnie the
Bloom filter increases, then the probability ofsklpositives increases as well. Another way torobihe
occurrence of false positives is the introductidfirk ID Tag (LIT) mechanism, where by each outypiink is
been assigned a name, link name will have a didhihgattern which allows the Bloom filter selestion many
criteria (Rothernber at al, 2009).

In source routing, the names of links are contislyehanged but they are constantly connecteddaufiper
layer protocols e.g. TCP and UDP, this way the ufgger protocols can distinguish between packetsriging
to certain applications. This is done to ensure tiy authorized packets are forwarded. When aaiiltier
requests for an application which is already pligiis at the rendezvous system by the publisher, then
topology manager is responsible for creating aveeji tree to that subscriber. Normally, the topglegstem
always knows which incoming or outgoing links toviard all packets to, and also to adjust whendweretare
changes in the initial delivery tree. This approaunhkes forwarding of packets completely differerdnd
routing, and the forwarding trees which are inskrt® packet headers are source dependent, i.eretiff
sources may use different Bloom filters to rea@hgame subscriber. As | already explained in chahtefilter
will be used to refer to Bloom filters in packetlers throughout this thesis.

Bloom filters (zfilter) is developed with certairlgy restrictions depending on the situation soestrictions
are load balancing, avoiding congested paths, asaigin links etc.

3. Preventing Denial of Servicein ICN using Bloom Filter Packet Forwarding

As | discussed earlier, ICN is a content-drivennmeking and it is an emerging platform that intetalsedefine
communication, concentrating on content-centriccasaather than hop-by-hop interaction as it issdntoday.
The vast increase of contents generated by usats also due to the fact that most internet intévastare
media content oriented which led scientist or redeas to develop a new model that regards contsthe
intermediary that can be accessed in an indeperndeation (Pavlou, 2011). This paradigm is basadte
interest of the receiver as well as allowing aicafht in-network caching and multicast.
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IP network uses source and destination addresdesntard packets, but in ICN we present a solubbrouting
packets which is Source-routing using in-packetoBidfilters as proposed by (Rothenberg et al, 2000)P
network, routers serve as capabilities, but in sewouting, the packets serve as capabilities thbms. We
then present the use of Bloom filters which is gadsructure which verifies whether an element hgoto a
given set or not. But it has limitations like hugeocessing time, heavy headers and false positivalse
positives occur when an element is generated imemget which has not been previously defined. el@x, the
evaluation of false positives is given below, uding classical formula, experimental formula andg@&tormula.

3.1 Experimental Formula

We were also able to create a formula with MATLARatt could be able to calculate the false positive
probability of the Bloom filters. Firstly, We wemble to generate links of all zeroes, and then ererated a
random hash function which places 1 at the locati@econdly, we encoded a number of links togetkiehe
process of ORing which in turn forms the Bloomefilt Thirdly, we forwarded the Bloom filter acrose tpaths

to evaluate the false positive probability (seeeaqulix). However, a comparison of all the three folas is
given below with varying values of m, n and k regpely.

3.2 Evaluation of False Positive Probability
1. Using the classic formula, We were able to caleutlie probability of having false positives under
different values of m, n and k. the complete analigsgiven below:
a. If the number of bits (m) and the number of hagfcfions (k) are both fixed, while the number of
nodes encoded in a packet header (n) varies; vemcet the values of the entries as, m=256, k=7,
n=5:5:120,

Sraph of FRr using Classic and Bose formulars
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Figure 2: Number of encoded nodesincreasesin the Bloom filter

The above graph shows that, as the number of edawaltes increases in the Bloom filter, so does
the probability of having false positives irrespeetof the higher values of m, and generally, any
false positive that is less than 0.1 can be consilas acceptable, but if it is higher than 0.htihe
is considered unacceptable. However, it is mogs#ygored not to have false positives at all, but we
can obviously see that it is impossible to avoidtien we are dealing with Bloom filters.

b. If the number of bits (m) and the number of nod&safe both fixed, while the number of harsh
functions (k) remains constant. The values arergag m=256, n=20 and k=1:7.
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Figure 3: Number of harsh functionsincreases

This graph shows that, as the number of harshifumeincreases, the probability of false positives
decreases drastically which almost approaches zero.

c. If the number of nodes (n) and the number of héuglktions (k) are both fixed while the number
of bits (m) varies, the entries are given as , n@18:250, n=20 and k=7.

Sraph of FPr using the Classic farmular

0168

FPr Classic

Falsa Positive Probiality (FPr

o i N
100 150 =200 250
Murmber of Bits(m)

Figure 4: Probability of false positives

From the above graph, it can be seen that the pilipaf false positives reduces drastically as th
number of bits increases. So the whole idea regoreund making the value of m very large to
reduce the probability of false positives.

Generally from the above analysis, it can be sieanthe number of nodes (n) is the only value
that has significant impact on the false positivebability and as we try to encode a lot nodes in
the Bloom filter header, we risk the probabilitytafving false positives.

2. The second aspect is the combination of the 3 faswrhich we have discussed earlier in this chapter
the experimental formula, the classical formula tedformula proposed by Bose et al (2011). The aim
of this comparism is to find the difference, effeehess or suitability among the 3 formulas. Alse t
comparism will be based on the fact that both thealmer of bits (m) and the number of nodes (k) are
both kept constant, while the number of nodes émjeg. The fact that the formula proposed by Base e
al (2011) has some limitations such as, the accatatiun of only smaller values of m, n and k.
furthermore, we used the smaller entries of m,dhlam order to compare the 3 formulas, as it can b
seen below. Hence, we estimated the false posiiebability when m=20, k=3 and n=2:2:16. The
result is given below.
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It can be seen from the result that both the adasdéormula and the formula proposed by Bose et al
(2011) are very closely tied together while theeskpented formula gives a more accurate result.

The third aspect of the combination is the comparizetween the classic formula and the formula
proposed by Bose et al (2011).
a. The first entry is when the number of bits (m) dhd harsh functions (k) are both kept constant

while the number of nodes (n) varies.

Falaa Pastive Prababity (FFt)

Sraph of FPr using Classic arnd Bose farmulars
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i
14 16
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Figure 6: false positive probability graph

The graph shows that the false positive probaliitityeases as the number of nodes increases.
b. The second entry shows that m and n are both leptant while k varies. The values are m=30,
n=16 and k=1:5.
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Figure 1: Hash function probability graph

The above graph does not give a very convincingtesl because any false positive probability
that exceeds 0.1 is unacceptable.
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c. The third entry is when the number of nodes (n) tmedharsh functions (k) are both kept constant
while the number of bits varies. The values aregias n=16, k=3 and m=10:5:30;

Sraph of FPr usifng Classic and Bosa farmulars
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Figure 8: Bitsand False Positive probability graph
It can be seen that as the number of bits incredbesprobability of false positive decreases
drastically

4. Preventing Denial of Servicein IP Networks

It is in-fact difficult for someone to fully assuresistance against DoS attacks on one’s complibere are 2
fundamental issues in focus when it comes to desfidervice; Protecting your underlined network iaga
attackers, and Protecting machines from comprofiseause they can easily be used in a DDoS att&ckjhe
of the widely known methods of preventing DoS dttaare:

Packet Filtering

The very first step taken against mitigating demflservice attack is to enable the ingress packet
filtering which has been clearly described in resjifer Comment (RFC) 2267 which helps to block all
unwanted packets coming from spoofed source addH®sever, this particular method has been
confirmed to address the problem of preventionerathan reaction, but nevertheless, it reduces the
possibility of using spoofed source address whictuin limits the success chances of the attadies.
method needs the underlined routers to have sonmsvikdge of certain addresses in other to
differentiate between the legitimate source addeex$ spoofed ones, and also power to filter out
unwanted packets (Alenzei & Reed, 2011). Furtheemtiris method has 2 problems associated to it;
the first problem involves the range at which thgréss filtering is set to be deployed, this presen
issues like high overhead, also other programsimeguspoofed address such as mobile IP (Perkins,
1998) and other satellite communications. Whilegbeond problem is when a legitimate machine has
been compromised by zombie agent to mount an atuk clearly shows that even if the filtering
process is enabled, the attack is liable to beezhaout (Alenzei & Reed, 2011)

Intrusion Detection And Prevention Systems (IDPS):

This is a process of monitoring the entire netwinrlorder to detect anomalies that may serve as a
potential security breach in an organization. Irshases, the intrusion detection system is a aoftw
which is specifically designed for such purposemn& of the requirements needed in order for the
IDPS to be effective and also to be deployed swsfeolyg include: understanding the network
environment, the hosts connected to the networlerstanding the arrangement of the physical and
logical topologies, details about what is needbdosecured, understanding the various types of DoS
and its level of severity etc. Some of the basiwcfions of the IDPS includes, recording information
about anomalies and alerting the administrator falsogh anomalies, generating reports for future
analysis, terminating unwanted connection, it aé&snove any trace of malicious code from an infected
file etc (Gregory, 2011). Detection methods ineludnomaly based detection; which tries to compare
or sets boundaries between what is considered msah@nd abnormal, it also uses mostly statistical
measures and is very effective on new threats @ye@011). The second method is signature-based
detection; which involves matching the patternhaf turrent threat with a previously known threlag, t
last method is stateful Protocol analysis; thishmdtincludes predefined actions on how a particular
protocol is to be treated. It should also be abldrace network connections and other application
protocols (Gregory, 2011). the types of IDPS inetuldost-based, which monitors a single host as well
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vi.

as measuring traffic on that host, secondly we hbgenetwork based, which monitors network traffic
for a precise network part, the third type is waes, which monitors traffic on wireless networksg a
finally Network analysis behavior, which monitoraffic variations as well as policy violations.

Firewalls:

The main purpose of the firewall is to control thetwork traffic coming from and going to a secured
network. It has the ability to allow or deny centaisers access to certain services. At the sangeitim
can enforce a level of authentication before peaimgitaccess. It is also used to monitor trafficenow

in and going out of a particular network as well pasviding a backbone for implementing IPSec
tunnels. The types of firewall which can be usedPietworks include:

Stateful Packet | nspection:

A firewall is said to be a stateful firewall if it able to record the state of all network conmedi
flowing through it. Such connections mainly includ€P and UDP. It is solely designed with the
ability to differentiate between legitimate packigtsoth TCP and UDP network connections, this way
only legitimately active connections will be allodvéo flow through the firewall, while all others Wi

be rejected respectively. Normally, the statefgpiection relies on the 3-way handshake when igénb
used by TCP, while in UDP it does not depend onhtdmedshake. Also, when a user sends a request, it
does that with the synchronization bit (SYN) alneaet in the header, and any packet received by a
firewall which has SYN bit is seen as a new conipnactUpon reception of the packet by the firewll,
examines the packet and verifies whether the seisipermitted on the server or not, if so, it orgfs

with a packet that has the SYN and ACK set. Thenuber replies with a packet which sets ACK bit,
which in turn establishes the connection. In essetinds firewall will now allow outgoing and incong
packets for the already established network, buit block all others there by making it extremely
difficult for attackers to try and connect to thecsred machine. This form of firewall supports wide
range of protocols such as FTP, IRC and H.323 (whiaused for videoconferencing and VOIP). FTP
connections also go through the same process.

Application-Levd Filters:

This method is used to securely deny P2P relatédonie traffic, because packet filtering cannot
guarantee such protection. It also seen as an eahmmt on stateful packet inspection. It is used to
specify the nature of protocol which is used orhgaart. For example, the application-level firewiall
able to differentiate between HTTP traffic on weld a&HTTP traffic for file sharing, while a normal
packet filtering firewall will consider all HTTP affic the same. It also allows several application
proxies on one firewall. It normally sits in the ddle between a client and server, regulating and
monitoring the movement of data across them. Ithmtransparent on the user or non-transparest, it
depends on implementation and address shieldingsemirity. In general, application level proxies
handle firewall implementation in one box, i.ealfows clients to connect to it, it validates tleguest
and it connects to the server. Therefore it aléowal responses to come through it and can enforce
policies and procedures.

IP-TableFilters:

This is a Linux generated firewall, it checks amdifies packet through a particular network conioect

(coming to, from, or through) (Mirzaie, et al., 2)1The main components include tables, chains and

rules.

a. Rules: this contains the criteria for the choice of petcis well as the necessary things to be done
out on the packet.

b. Chain: this contains a set of rules which specifies ttteoas needed to be carried out on a packet.
The 3 most commonly used chains are input, outpdifarward.

c. Table this is formed with a collection of chains. I@kso divided into filter, NAT & mangle where
each has its outlined policy.

d. Filter: this usually allows or blocks packets; it use$&igs input, output and forward.

e. Nat: this is used to translate source or destinatiaiiess coming in or going out of the network. It
also has 3 chains pre-routing, post-routing angwtut
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f. Mangle: this feature is used to modify the packet hedder.instance, it can be used to change the
TTL field or TOS field. It also has some chainsaakted to it, pre-routing and post-routing
(Mirzaie, et al., 2010)

5. Conclusions

The idea behind this project is to explain a pregouting approach which is more likely to be hjglesistant
to DoS attack mainly DDoS. For any information te bent over the internet, the sender has to get the
forwarding identifier to the recipient. The intetiaa between an information producer and an infaiona
consumer in this paradigm is strictly based on ighf8ubscribe communication throughout the entewvork.
Publish/Subscribe communication paradigm is thenfof messaging in which both the sender and theivec
are completely decoupled in both time and spaceaevimessages are not sent directly to the recdivemather
messages are published or advertised in order fasppctive subscribers to show interest. This fafn
decoupling allows for more improved scalabilitytie network topology as well as providing a DDoSis&nt
forwarding solution. It makes use of a recursivehéecture that uses 3 elements, Rendezvous sysipoipgy
manager and physical layer.

With the Bloom filter is used, the packet is enabde the forwarding identifier using Bloom filterss the
forwarding mechanism because of its flexibilityuising source routing like services. Forwarding e&€hn this
approach ignores the naming of nodes or interfaostead only links are named and the forwardireniier
encompasses a set of link ID’s which are encodeBlasm filters. The key challenge in this approaghhe
issue of false positive, which is the probabilifyhaving a corresponding link in the set which @& previously
defined in the Bloom filter. If there exists a falpositive in a particular node, then the packéviwarded as a
multicast to all the corresponding links. The mitre number of links included in the Bloom filtegthigher the
probability of having false positives. The analysigalse positives has been clearly explainechiapter 4 of the
thesis, where the outcomes are quite satisfacldny.anomalies foreseen in the implementation obBidilters
are packet storms, forwarding loops, flow duplicatireplay attacks, correlation attacks, injecttacks and
target path attacks. While the security techniquesBloom filters are limiting the fill factor, z-fuction
formation, number of hash bits and link ID tagsT{LI

Other Dos mitigation techniques in IP networks paeket filtering, intrusion detection and preventgystems
(IDPS), firewalls, stateful and stateless packedpéttion, application-level filters, iptable filterate limit,
disabling IP broadcast, enabling unicast path fodwg, etc. However, the most secure system isystem that
feels insecure, and always tries to improve itsisgcon a regular basis.

For the future work of this research, optimizinge thumber of hash functions, effectively and effitig
assigning more than one link ID’s on every nodedpcing a fault tolerant Bloom filter and also ¢negia well-
defined incentive that will lead to its adoptionveall as its partial deployment remains a top regemterest.
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