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Abstract 

Feature selection provides model extraction by using the necessary / related features and improves 

classification. Feature selection is a desired process at eliminating irrelevant and redundant features in 

data. Classification is used to distribute the data in a balanced way among the various classes defined in 

the data as a result of the feature selection. In this paper, we investigated the feature selected classification 

performance in cancer data of recently proposed Artificial Bee Colony Programming and widely used 

Genetic Programming. The experimental results are compared with our previous work show that 

Artificial Bee Colony Programming have better performance Genetic Programming.  

Keywords: Feature Selection; Classification; Genetic Programming; Artificial Bee Colony 

Programming. 

 

1. Introduction 

Recently, learning from data and selecting relevant features has become increasingly popular in machine 

learning researches. Feature selection is a process of removing noisy and irrelevant features that are 

unnecessary to describe the output variables. As an important result of feature selection is high quality 

classification and successful modeling. Automatic programming is a computer programming technique 

based on features at a higher level that can be easily determined according to normal programming 

languages, and which automatically generates a program code [1]. 

One of the most widely used automatic programming methods is Genetic Programming. There are several 

works which related to solve Genetic Programming (GP) in feature selected classification problem [2-

4]. Artificial Bee Colony Programming (ABCP) is a high level automatic programming technique 

improved on Artificial Bee Colony (ABC) algorithm. Since Artificial Bee Colony Programming (ABCP) 

is a recently proposed method, there are no works related to this field. In this paper, Artificial Bee Colony 

Programming was used in the problem of classifying the cancer data and its performance was compared 

with the results of GP results [5]. 

A feature is an individually measured characteristic of processes. The dependent output variables of the 

processes depend on a number of independent features including irrelevant and unnecessary features 

when collecting data makes it difficult to model processes. Various techniques have been developed to 

overcome the problem of reducing noisy or irrelevant features in data. Complexity of the model and 

computation time are reduced removing irrelevant features [6]. 

Feature selection provides a functional relation between output variables and input features by reducing 

noise. There are three categories of feature selection methods: filter methods, wrapper methods, and 

embedded methods [7-8]. Filter methods are fast methods that do not use the learning algorithm in the 

selection process. Wrapper methods use a black box to select features and achieve more successful results 

than other methods. Embedded methods include feature selection as part of the training process. In this 
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paper, we evaluated the success of classification by selecting the features of GP and ABCP automatic 

programming methods using cancer data set. 

In last decade, increasing interest in discovering potentially useful information has led to feature selection 

researches [3, 9]. In [3], it is proven that automatic programming methods can be used as a feature selector 

and cancer classifier. Selecting the discriminative genes of GP and expressing the relationships between 

the genes as mathematical equations were convincing proof that GP can be used in this field. Landry et 

al. compared k-NN with decision trees generated by GP over data sets with different class numbers [9]. 

GP was more reliable performance for feature selection and classification problems that the test sets and 

training sets have similarity with the feature. This paper is the first study of ABCP that applied to select 

the relevant features in cancer data. 

Much work has been devoted to classification using Genetic Programming (GP) and Artificial Bee 

Colony (ABC) algorithm [10-13]. In [10], a new GP based feature selection method is proposed for 

feature selection and classification where the results are compared with other GP versions. Liu et al. 

designed a new GP based ensemble system to classify different cancer types [11]. ABC was applied to 

data clustering on benchmark problems and was compared with conventional classification techniques 

in [12]. Karaboga et al. applied ABC on training feed forward neural networks and classified different 

datasets [13].  

The organization of the paper is as follows: ABCP is described in Section 2 and Experiment Design and 

Results is presented Section 3. The paper is concluded in Section 4 with remarking the future work. 

 

2. Artificial Bee Colony Programming 

ABCP is a recently proposed automatic programming method based on the Artificial Bee Colony (ABC) 

algorithm [14]. In ABC, the positions of food sources represent solutions. Each solution is represented 

by fixed-size arrays. The positions of food sources in ABCP (solutions), are expressed in tree structure 

and consist of different combinations of terminals and functions, which are defined specifically for 

problems. Fig. 1 shows a parse tree that can represent solutions in ABCP. The mathematical relationship 

of the solution in Fig. 1 is expressed in Eq. (1). In these notations ‘x1, x2, x3, x4’ are used to represent the 

independent variable, and ‘f(x)’ is used to represent the dependent variable. 

 

 

 
Figure 1. Representation of solutions in ABCP 

 

 

 

𝑓(𝑥) = 𝑥2 + (
𝑥1

𝑥3
) − 3 ∗ cos(𝑥4)       (1) 

 

 

In ABCP, each employed bee is responsible for only one food source. Evaluating the production and 

quality of food sources is similar to GP. A food source is represented by a parse tree. Each component in 

the tree is called a node. Programmer terminals as predetermined constants or variables (such as x1, y, 8) 

and functions (+, - /, sin, cos arithmetic operators) create the nodes.  
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Figure 2. The flow chart of ABCP 

 

The ABCP flow diagram is given in Fig. 2 [15]. At the initial phase; all the bees are scout bees and 

randomly assigned food sources. Bees assigned food supplies continue their lives as employed bees. 

Employed bees share their knowledge with the onlooker bees after completing the research process. 

Source selection is based on the probability values that are calculated based on the nectar quantities 

(quality), of the sources which the information obtained by the employed bees. 

As the quality of a source increases, the probability of selecting that source increases. After the sources 

are selected, the onlooker bees begin to look for new sources by acting like employed bees. The quality 

of newly found source is checked by evaluating it with the objective function. If new source is more 

qualified, the new source is taken into memory and old source is deleted from the memory. Thus, like the 

employed bees, the onlooker bees have also made a greedy selection. 

Once the employed bees and the onlooker bees have completed the search process in each cycle, the 

penalty points of the respective resources are increased by one if they can’t find better sources. In a stage 

where a better source of any source is found, the penalty point of this source is reset. If the penalty score 

exceeds the value expressed by the “limit” parameter, the employed bee abandoned the source behaves 

as a scout bee and generates a new source randomly, rather than an abandoned source. 

The mathematical model of the sources is found by analyzing the whole tree according to a predetermined 

objective function [16]. Information sharing mechanism, which is the most fundamental difference 

between ABC and ABCP algorithms, is being used to improve the quality of sources as shown in Fig. 3. 

When a candidate solution (vi) is generated, the neighbor node solution xk, taken from the tree, is 

randomly selected considering the predetermined probability pip. The node selected from the neighbor 

solution xk determines what information will be shared with the current solution and how much it will be 

shared. Then node xi, which presents the current solution in the tree that determines how to use the 

neighboring node, is randomly selected in the probability distribution pip. The candidate solution vi is 

produced by replacing the nodes of the current solution node xi and the neighbor solution node xk. Fig. 

3a and 3b are: node xi representing the current solution and neighbor node xk taken from the tree, 
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respectively, neighboring information and the generated candidate solution are given in Fig. 3c and Fig. 

3d. After the candidate solution is generated, a greedy selection process is applied between the node xi 

expressing the current solution and the candidate solution vi. Candidate solution is evaluated and greedy 

selection is used for each employed bee. 

 

 
Figure 3. Example of information sharing mechanism in ABCP 

 

 

3. Experimental Design & Results 

In this paper, the experiments are conducted on Wisconsin breast cancer data set [17]. The dataset consists 

of 30 input parameters that determine whether the breast cancer tumor of 569 patients is good or 

malignant. When the data set is examined, it is observed that approximately 60% of them are benign and 

remainder of the tumors were malignant. The paper aimed to identify the tumor as benign or malignant 

using 30 input parameters presented in the dataset. In the data set, malignant tumor 1 is defined as benign 

tumor 0. Input parameters include parameters belonging to 10 units. These input parameters are given as 

radius, texture, circumference, area, fluency, density, concavity, concavity points, symmetry and fractal. 

There is an average, standard error, and worst error value for each record. Thus, there are totally 30 input 

parameters. The number of features, training instances and test instances of WDBC is shown in Table 1. 

Data is almost split with 70% of instances randomly selected from the datasets for training and the other 

30% instances forms test set. 

Table 1. Characteristics of WDBC 

Metrics Value 

Features 30 

Total Instances 569 

Training Instances 427 

Test Instances 142 

Output Classes 2 
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Defining Fitness Function 

The output variables estimated from the data input parameters in the range [-∞, ∞] take real values. In 

order to be able to identify the discrete class values (class 0, class 1, etc.) of the output variables, it is 

first drawn with Eq. (2) to a range defined previously and containing the total number of classes. 

 

(𝑁𝑐 − 1)(
1

(1+exp(−𝑔0))
)        (2) 

 

 

In the equation, Nc is the number of output classes, and go is the result of the current solution. For example, 

for a problem of class 5, the output of Eq. (2) is in the range [0-4]. By rounding the found real numbers 

to the nearest integer value, the solution class value is drawn to the discrete class range as '0', '1', '2', '3', 

'4'. In our work, a two-class problem is mentioned which is similar to benign class 0, malignant class 1. 

The result obtained from Equation 2 is in the range [0,1] and the outputs are rounded to the nearest integer 

value and the class value is estimated as '0' or '1'. 

A fitness function is required to correctly classify the classes predicted from Equation 2. In this work, 

the fitness function is found to be the weighted sum of the ratios of the total classes in the data set of 

correctly estimated classes. This function, which is defined as Sensivity Fitness Function (SFF), is the 

weighted sum of the portion of class ‘0’ cases which it correctly predicts as being class ‘0’ and the portion 

of class ‘1’ cases which it correctly predicts as being class ‘1’. SFF is given in Eq. (3) [18]. 

 

 

𝑆𝐹𝐹 = 𝑤
𝑛𝑐(𝑖,0)

𝑛𝑎(𝑖,0)
+ (1 − 𝑤)

𝑛𝑐(𝑖,1)

𝑛𝑎(𝑖,1)
       (3) 

 

 

nc(i,k) is the number of correctly estimated states when compared to the k class in data set from the class 

k for the i. th solution, na (i,k) the number of all records in class k in the data set. The weight value (w) is 

generally used equally to ensure that the ratio distribution for each class is balanced. In some cases, 

different values can be set to avoid weight classification misclassification in order to provide a balance 

between classes in the unbalanced data sets. In order to evaluate the models obtained from the solutions, 

the penalty value can be added to the fitness function defined in Eq. (3) as expressed in Eq. (4). p is 

defined penalty point and No is the total number of nodes in the individual. 

 

𝑆𝐹𝐹𝑛 = (∑ 𝑤𝑗
𝑛−1
𝐽=0 ∗

𝑛𝑐(𝑖,𝑗)

𝑛𝑎(𝑖,𝑗)
) − 𝑝𝑁       (4) 

 

 

The complexity of solutions that are proportional to the depth of the tree and the number of nodes is 

computed as in Eq. (5). C is tree complexity, d is the depth of the solution tree, and n is the number of 

nodes at that depth. 

 

𝐶 = ∑ 𝑛 ∗ 𝑘𝑑
𝑘=1         (5) 

 

Parameters 

The control parameters used by the GP and ABCP are given in Table 2 and they are chosen same as [5]. 

The weight value is defined in proportion to the number of classes in the output of each data set. Each 

class is equal importance. 
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Table 2. Parameters 

Parameters Values 

Colony Size 50 

Generation 100 

Maximum Tree Depth 12 

Functions +,-, *, tan, sin, cos, square, maxx minx, exp, if then else 

w 0.5 

 

The maxx function specifies the maximum value of vector, the minx function specifies the minimum 

value of vector, and the ifbte and the iflte indicates the condition of the nodes. Eq. (6) and Eq. (7) describe 

how the functions operate condition expressions. 

 

𝑋 = 𝑖𝑓𝑏𝑡𝑒(𝐴,𝐵, 𝐶, 𝐷) 
𝑖𝑓(𝐴 ≥ 𝐵)𝑡ℎ𝑒𝑛𝑋 = 𝐶𝑒𝑙𝑠𝑒𝑋 = 𝐷       (6) 

 

   

𝑋 = 𝑖𝑓𝑙𝑡𝑒(𝐴,𝐵, 𝐶, 𝐷) 
𝑖𝑓(𝐴 < 𝐵)𝑡ℎ𝑒𝑛𝑋 = 𝐶𝑒𝑙𝑠𝑒𝑋 = 𝐷       (7) 

 

 

Simulation Results 

ABCP run 30 times according to configuration in Table 2. The classification success of the methods are 

given in Table 3 in terms of mean and best values. 

As shown in Table 3, ABCP is found to be more successful than the GP. As a result of running, the best 

SFFtrain was found 0,94 in ABCP algorithm. The function of the best classifier in train at ABCP is 

determined as in Eq. (8). 

 

 

2 cos(𝑥27 + 𝑖𝑓(𝑥7 ≥ 𝑥3𝑡ℎ𝑒𝑛𝑥11𝑒𝑙𝑠𝑒(𝑥1 ∗ 𝑥25 − 𝑐os(𝑥11)))) − 2𝑥11      (8) 

 

 

As expressed in Equation 8, the best classifier in ABCP consists of six different features. These 

parameters are defined in the data set as x1 radius (average), x3 circumference (average), x7 concavity 

(average), x11 radius (standard error), x25 fluency (worst error), x27 concavity (worst error). The tree-like 

representation of Eq. (8) is given in Fig. 4. 
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Table 3. Classification Results 
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Figure 4. Best classifier tree at ABCP 
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The characteristics of the best classifier tree in ABCP are given in Table 4.  

Table 4. Best Classifier Tree Information In ABCP 

Metrics Values 

Total number of nodes 15 

Depth of the best solution tree 9 

Best solution tree complexity 88 

  

The maximum input features evolved by mathematical models at the end of each run are presented in 

Fig. 5 in ABCP. 

 
Figure 5. Maximum Features Evolved Models in ABCP 

 

As shown in Fig. 5, the most common feature is x28. Other frequently features are x8, x27, x21, x1, x5. In our 

previous work, the most common features were mentioned in the models extracted by the GP [5].  

Comparison of the top ten important features by the two methods on WDBC are shown in Table 5 in a 

descending order of importance. 

Table 5. Features Selected By the Methods 

Metrics Mean Top 10 Important Features 
Features in Both GP  and 

ABCP 

ABCP 3,53 
x28, x8, x27, x21, x1, 
x5, x7, x10, x11, x25 

x28, x8, x27, x1, 

x7, x11,x25 

GP [5] 3,3 
x25, x1, x7, x8, x28, 
x9, x22, x27, x11, x4 

 

As a result of 30 runs, the average number of features in the evolved models for both methods are close 

to each other in GP and ABCP. Seven features are also found to be common in the methods. 5 of the 6 

features (x1, x7, x11, x25, x27) in the best classifier of the ABCP (Eq. (8)) are among the top ten important 

features in both GP and ABCP. 
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CONCLUSIONS 

In this paper, breast cancer is classified in the performance analysis of the ABCP. When the results are 

evaluated, ABCP compared with GP is effective in finding important features which have been obtained 

by evaluating the evolved models along with the presence of redundant features. Future work will 

compare ABCP with other traditional methods and evaluate their performance. 
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