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1. Introduction: 

The Weibull distribution is one of the most popular distributions in the lifetime data analyzing because a 

wide variety of shapes with varying levels of its parameters can be created. During the past decades, extensive 

work has been done on this distribution in both the frequentist and Bayesian points of view, like, Johnson et al. 

(1995) and Kundu (2008). Moreover, the Weibull probability density function can be decreasing (or increasing) 

or unimodal, depending on the shape of distribution parameters. The inverse Weibull distribution (IW) is usually 

used in reliability and biological studies. The three- parameter generalized inverse Weibull (GIW) distribution, 

which extends to several distributions, and commonly used in the lifetime-literature, is more flexible than the 

inverse Weibull distribution. Mudholkar et al. (1994), Jiang et al. (1999) and De Gusmao et al. (2011) introduced 

and discussed the three-parameter GIW distribution. Helu et al. (2010) discussed Bayes estimation of parameters 

of weibull distribution using ranked set sampling. 

Let  T be a random variable having the probability density function of three parameter Generalized Inverse 

Weibull given by 
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On parameterzing, )log(/1   and  in (1.1) the random variable )log(TY   has probability 

density function of Log- Generalized Inverse Weibull (LGIW) given as 
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The CDF for LGIW can be defined as  
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and the corresponding survival and hazard functions are given as 
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2. Maximum Likelihood Estimation for the parameters  & of LGIW assuming   to be known: 
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Let nyyy ,...,, 21 be identically and independently distributed as LGIW. Then the likelihood function of for 

(1.2) is given as 
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3. Bayesian Estimation: 

Let nyyy ,...,, 21 be distributed as LGIW. We would like to study the Bayes estimators for  and . 

Assume  and 
 
to be independent with prior density function for    to be non-informative given as 

0;/1)(1    and for   it be standard normal variate given by 2
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Thus using the Bayes theorem the posterior distribution is as follows 
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(3.1) 

where 
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Therefore equation (3.1) becomes 
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(3.2) 

Thus marginal posterior pdf for   is 
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Thus marginal posterior pdf for   is 
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 Bayes estimate for   is 
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And the Bayes estimate for   is 
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4. Estimation of parameters of LGIW using ranked set sampling (RSS): 

The concept of Ranked Set Sampling was first introduced by McIntyre (1952) so as to increase the 

efficiency of an estimator of the population mean. RSS is used to provide efficient inferential procedures to 

collected sample data. Patil (1995), Barnett and Moore (1997), and Chen et al. (2003) have found the 

applications where RSS techniques are useful. Authors like Al-Saleh and Al-Shrafat (2000), Zheng and Al-Saleh 

(2001) evaluated the performance of RSS using real application. A comparison between the Bayes risks of the 

Bayes estimators obtained by using RSS and SRS for the exponential distribution was studied by Al-Saleh and 

Muttlak (1998). Lavine (1999) examined from a Bayesian point of view and explored some optimality questions 

on different aspects of Bayesian ranked set sampling. Al-Saleh et al (2000) studied the concept of Bayesian 

methods with RSS for exponential family with conjugate prior and found that the RSS Bayes estimator has 

smaller Bayes risk than SRS Bayes estimator. Sadek et al (200) obtained the Bayesian estimate of the parameter 

of the exponential distribution based on ranked set sampling (RSS) under the Linex loss function and used both 

conjugate and Jeffreys prior distributions. The procedure of RSS is described as follows. 

Step1. Select randomly m
2
 sample units denoted by Yij, i = 1,…, m and j =1,…, m, from the population. 

Step2. Allocate the m
2
 selected units randomly into m sets each of size m as. 
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Step3. Without taking any measurements, rank units within each row based on a criterion and are presented as: 





















mmmm

m

yyy

yyy

)()2()1(

1)(1)2(1)1(









 which will be one cycle. 

Step4. Choose a sample by taking the smallest ranked unit from the first row, then the second smallest ranked 

unit from the second row, and continue in this fashion until the largest ranked unit is selected from the last row. 

As a result, the ranked set sample associated with this cycle will be  
mmyyy )(2)2(1)1( ,...,, . Note that iiy )(  is 

the ith order statistic )(iy  of a sample of size m. 

Step5. Repeat Steps 1–4 (k) times until the desired sample size n = k × m, is obtained for analysis, and our RSS 

sample using k cycles each of size m such that n = k × m will be: },....,1;,...,1,{ )( kcmiy ici  . 

For simplification we use the notation, iciic YX )()(   then for fixed c, miX ic ,....,1,   are independent with 

pdf equal to pdf of )(iY  and given by: 
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Let ),,...,,( 21 kXXXX  then the conditional joint pdf of X   is given by  
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To derive the Bayes estimators for the parameters of LGIW using RSS, let ijy  be distributed as (1.2) then the 

conditional pdf of X given and  will be: 
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4.1. Maximum Likelihood Estimation using ranked set sampling (RSS): 

Using equation (4.2) obtained in section 4 as a likelihood function, the MLE of the parameters  and are as 


  
















 








 


k

c

m

i

ic

k

c

m

i

ic x
i

x
kmkmmkmL

1 11 1

explnln!lnln








 + 

                  
  





































 


k

c

m

i

k

c

m

i

ic imi
x

im

1 11 1

!)(!)1(expexp1ln)(



     

(4.1.1) 

0

expexp1

expexp)(
)(

exp
ln 1 1

1 1


























 

























 








 









 







  

 




















ic

k

c

icic

m

i

k

c

m

i

ic

x

xx
im

x
i

kmL

                                                                                                                                                                        (4.1.2) 

0expexp1ln)(exp
ln

1 11 1



















































 
















 











  

k

c

m

i

ic

k

c

m

i

ic x
im

x
i

kmL













 

                                                                                                                                           (4.1.3) 

4.2 Bayes Estimation using ranked set sampling (RSS): 

 Using the same priors as in section 3, the joint posterior pdf  and  given xX   is 
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The marginal posterior pdf of   is obtained as:  
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Thus marginal posterior pdf for   is 
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And the Bayes estimate for   is 
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5. Estimation of parameters of LGIW using  modified ranked set sampling (MRSS): 

Modified Ranked Set Sampling is used as a special case of RSS. The first three steps of MRSS are same 

as that of RSS, the sample is chosen by taking the smallest ranked unit from each row of the m rows. For 

one cycle the MRSS will be  myyy )1(2)1(1)1( ,...,, , and for c cycles the MRSS sample is 

 
mccc yyy )1(2)1(1)1( ,...,, . Repeating it k times, till the mkn   sample size is obtained. For each cycle 

consisting of independent and identically distributed variables the MRSS is obtained, as icY )1( is distributed 

as the first order statistics. 

Thus required MRSS is },....,1;,...,1,{ )( kcmiy ici  .let ,)1()( icic YZ   
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5.1 Maximum Likelihood Estimation modified ranked set sampling (MRSS): 

The maximum likelihood estimators of  and   can be obtained as 
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5.2 Bayes Estimation modified ranked set sampling (MRSS): 

The posterior density function for the parameters of LGIW using MRSS can be obtained as: 
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The marginal posterior pdf of   is obtained as:  






  dzz )|,()|(1                                                                                           (5.2.2) 

Thus marginal posterior pdf for   is 
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And the Bayes estimate for   is 
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