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Abstract:  In this paper we study some properties of weighted composition. In addition that 

we discuss the finite rank weighted composition on Hardy space ℍ𝟐and discuss the 

eigenvalue equation for weighted composition operator inducing by Koenig's maps on Hardy 

space ℍ𝟐 . 
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1. Introduction. 

     Let  U denote the open unite disc in the complex plan ,let  ℍ∞ denote the collection of all 

holomorphic function on U and let ℍ𝟐  is consisting of all holomorphic self-map on U such 

that  𝑓(𝑧) = ∑ 𝑎𝑛𝑧𝑛∞
𝑛=0    whose Maclaurin coefficients are square summable (i.e) 

 𝑓(𝑧) = ∑ |𝑎𝑛|2∞
𝑛=0 < ∞. More precisely 𝑓(𝑧) = ∑ 𝑎𝑛𝑧𝑛∞

𝑛=0    if and only if                    

‖𝑓‖ = ∑ |𝑎𝑛|2∞
𝑛=0 < ∞.The inner product inducing theℍ𝟐 norm is given by                   

⟨𝑓,𝑔⟩ = ∑ 𝑎𝑛
∞
𝑛=0 𝑏𝑛

̅̅ ̅ . 

 Given any holomorphic self-map 𝜑 on U, recall that the composition operator 

𝐶𝜑(ℎ) = ℎ𝑜𝜑     (ℎ ∈ ℍ2) 

  Is called the composition operator with symbol  𝜑, is necessarily bounded. Let  

 𝑓 ∈ ℍ∞, the operator 𝑇𝑓: ℍ𝟐 → ℍ𝟐 defined by      

𝑇𝑓(ℎ(𝑧)) = 𝑓(𝑧)ℎ(𝑧),       𝑓𝑜𝑟 𝑎𝑙𝑙 𝑧 ∈  U , ℎ ∈ ℍ2 

is called the Toeplitz operator with symbol 𝑓 . Since 𝑓 ∈ ℍ∞, then we call 𝑇𝑓 a holomorphic 

Toeplitz operator. If  𝑇𝑓 is a holomorphic Toeplitz operator, then the operator 𝑇𝑓𝐶𝜑  is 

bounded and has the form  

𝑇𝑓𝐶𝜑𝑔 = 𝑓(𝑔𝑜𝜑)            (𝑔 ∈ ℍ2). 

 We call it the weighted composition operator with symbols   𝑓 and 𝜑 [1] and [3], the linear 

operator      

 𝒲𝑓,𝜑 𝑔 = 𝑓(𝑔𝑜𝜑)            ( 𝑔 ∈ ℍ2). 

We distinguish between the two symbols of weighted composition operator  𝒲𝑓,𝜑  , by calling 

𝑓 the multiplication symbol and 𝜑 composition symbol. 

 For  given holomorphic self-maps 𝑓 and 𝜑 of U,  𝒲𝑓,𝜑 is bounded operator even if 𝑓 ∉

ℍ∞ .To see a trivial example, consider 𝜑(𝑧) = 𝑝   where 𝑝 ∈ U and 𝑓 ∈ ℍ𝟐, then for all 

𝑔 ∈ ℍ𝟐, we have  

‖ 𝒲𝑓,𝜑 𝑔‖
2

= ‖𝑔(𝑝)‖‖𝑓‖2 = ‖𝑓‖2|〈𝑔, 𝐾𝑝〉| ≤ ‖𝑓‖2‖𝑔‖2‖𝐾𝑝‖
2
. 

    In fact, if 𝑓 ∈ ℍ∞ ,then  𝒲𝑓,𝜑 is bounded operator on ℍ𝟐 with norm 
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‖ 𝒲𝑓,𝜑 ‖ = ‖𝑇𝑓𝐶𝜑‖ ≤ ‖𝑓‖∞‖𝐶𝜑‖ = ‖𝑓‖∞√
1+|𝜑(0)|

1−|𝜑(0)|
 . 

 

2. Basic concepts on weighted composition operators. 

 

We start this section, by giving the following results which are collect some properties of 

Toeplitz  and composition operators. 

Lemma (2.1):[4, 6]   Let  𝜑 be a holomorphic self-map of U,  then 
(a) 𝐶𝜑𝑇𝑓 = 𝑇𝑓𝑜𝜑 𝐶𝜑.     

(b) 𝑇𝑔𝑇𝑓 = 𝑇𝑔𝑓. 

(c) 𝑇𝑓+𝛾𝑔 = 𝑇𝑓 + 𝛾𝑇𝑔. 

(d) 𝑇𝑓
∗ = 𝑇�̅� . 

Proposition (2.2):[1]  Let 𝜑 and  be two holomorphic self-map of U, then 

1. 𝐶𝜑
𝑛 = 𝐶𝜑𝑛

   for all positive integer n. 

2. 𝐶𝜑 is the identity operator if and only if  is the identity map. 

3. 𝐶𝜑  C  if and only if  𝜑  .  

4. The composition operator cannot be zero operator. 

For each 𝛼 ∈ 𝑈 ,the reproducing kernel at 𝛼 ,defined by 𝐾𝛼(𝑧) =
1

1−�̅�𝑧
 

It is easily seen for each 𝛼 ∈ 𝑈 and 𝑓 ∈ 𝐻2, 𝑓(𝑧) = ∑ 𝑎𝑛𝑧𝑛∞
𝑛=0  that  

⟨𝑓,𝐾𝛼⟩ = ∑ 𝑎𝑛

∞

𝑛=0

𝛼𝑛 = 𝑓(𝛼). 

 When 𝜑(𝑧) = (𝑎𝑧 + 𝑏) 𝑐𝑧 + 𝑑)⁄  is linear-fractional self-map of U, Cowen in [2] establishes 

𝐶𝜑
∗ = 𝑇𝑔𝐶𝜎𝑇ℎ

∗,   where the Cowen auxiliary functions g, 𝜎 and h are defined as follows:  

𝑔(𝑧) = 1

−�̅�𝑧+�̅�
    , 𝜎(𝑧) = �̅�𝑧−�̅�

−�̅�𝑧+�̅�
        𝑎𝑛𝑑   ℎ(𝑧) = 𝑐𝑧 + 𝑑  . 

     If 𝜑  is linear fractional self-map U,  then   𝑊𝑓,𝜑
∗ = (𝑇𝑓𝐶𝜑)∗ = 𝐶𝜑

∗ 𝑇𝑓
∗ = 𝑇𝑔𝐶𝜎𝑇ℎ

∗. 

       Now the following result contains some simple properties of the weighted composition 

operator on Hardy space ℍ𝟐. 

Proposition (2.3):    Let 𝜑 𝑎𝑛𝑑 𝜓 be two holomorphic self-maps of U and 𝑓, ℎ ∊ ℍ∞ .Then, 

1. If  𝑓 is non-zero function in ℍ∞, then  𝒲𝑓,𝜑 cannot be zero operator. 

 

2.  𝒲𝑓,𝜑 is the identity operator if and only if  𝜑  is the identity self-map of U such 

that  𝑓(𝑧) = 1 for all 𝑧 ∈ 𝑈. 

 3.   If  𝑓 is non-zero function in ℍ∞, then𝒲𝑓,𝜑 = 𝒲ℎ,𝜓 if and only if  𝜑 = 𝜓 . 
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Proof :  

 (1)  Suppose 𝒲𝑓,𝜑 is zero operator for some holomorphic self-map 𝜑 of U and 𝑓 ∊ ℍ∞  ,then 

  𝒲𝑓,𝜑𝑔(𝑧) = 0      (𝑔 ∈ ℍ2  ,𝑧 ∈ 𝑈). Hence        𝑓(𝑧). 𝐶𝜑𝑔(𝑧) = 0 . Then, either 𝑓(𝑧) = 0 or 

𝐶𝜑𝑔(𝑧) = 0. But 𝑓 ∊ ℍ∞/{0} ,then     𝐶𝜑𝑔(𝑧) = 0  (𝑧 ∈ 𝑈),  which is a contradiction with 

proposition (2.2).  Hence 𝒲𝑓,𝜑 cannot  be zero operator. 

(2)  Assume that 𝜑(𝑧) = 𝑧  and 𝑓(𝑧) = 1 for all 𝑧 ∈ U. Note that, for all 𝑔 ∈ ℍ2 and 𝑧 ∈ U 

,we have 

                                   𝒲𝑓,𝜑𝑔(𝑧) = 𝑓(𝑧)𝐶𝜑𝑔(𝑧) 

                                                           = 𝑓(𝑧)𝑔(𝜑(𝑧)) 

                                                           = 𝑔(𝑧). 

Hence 𝒲𝑓,𝜑 is the identity operator .  

Conversely if 𝒲𝑓,𝜑 is the identity operator ,then for all 𝑔 ∈ ℍ2and 𝑧 ∈ 𝑈 ,we have  

  𝒲𝑓,𝜑𝑔(𝑧) = 𝑓(𝑧)𝐶𝜑𝑔(𝑧) 

                              = 𝑓(𝑧)𝑔(𝜑(𝑧)) 

               = 𝑔(𝑧). 

By taking 𝑔 is a constant self-map of U in ℍ∞, we can see that 𝑓(𝑧) = 1 for all 𝑧 ∈ U. Hence, 

for all 𝑔 ∈ ℍ2 and 𝑧 ∈ U, we have   𝒲𝑓,𝜑𝑔(𝑧) = 𝐶𝜑𝑔(𝑧) = 𝑔(𝑧). 

Therefore , 𝐶𝜑 is the identity operator on ℍ2. This implies by proposition (2.2) that 𝜑 is the 

identity self-map of  U. 

(3)  Assume for all 𝑔 ∈ ℍ2 and 𝑧 ∈ U  that   𝒲𝑓,𝜑𝑔(𝑧) =   𝒲𝑓,𝜓𝑔(𝑧). Thus,  

 𝑓(𝑧)𝑔(𝜑(𝑧)) = 𝑓(𝑧)𝑔(𝜓(𝑧)). Hence, by taking   𝑔(𝑧) = 𝑧  we have               𝑓(𝑧)𝜑(𝑧) =

𝑓(𝑧)𝜓(𝑧).Thus,  𝑓(𝑧)(𝜑(𝑧) − 𝜓(𝑧)) = 0 , as desired . 

The convers is clear .    

      Following  proposition shows that the product of finite number of weighted composition 

operator is also weighted composition operator. 

Proposition (2.4):[5 ]    Let each of  𝜑1, 𝜑2, … 𝜑𝑛 be holomorphic self-maps of U and 

𝑓1, 𝑓2, … 𝑓𝑛 ∈ ℍ∞, then 

𝒲𝑓1,𝜑1 . 𝒲𝑓2,𝜑2
… . 𝒲𝑓𝑛,𝜑𝑛 = 𝑇ℎ𝐶𝜙 

Where  𝑇ℎ = 𝑓1. (𝑓2𝑜𝜑1). (𝑓3𝑜𝜑2𝑜𝜑1). … (𝑓2𝑜𝜑𝑛−1𝑜𝜑𝑛−2𝑜 … . 𝑜𝜑1) and  

 𝐶𝜙 = 𝜑𝑛𝑜𝜑𝑛−1𝑜 … . 𝑜𝜑1. 

Corollary  (2.5):        Let 𝜑 be a holomorphic self-map of U and 𝑓 ∊ ℍ∞ then  
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𝒲𝑓,𝜑
𝑛 = 𝑇𝑓 (𝑓 𝑜𝜑 )(𝑓 𝑜𝜑2)...(𝑓 𝑜𝜑𝑛−1)𝐶𝜑𝑛

 

      The following lemma discuss the adjoint of weighted composition operator . 

Lemma (2.6):[3]          If the operator  𝒲𝑓,𝜑:  ℍ2 →  ℍ2 is bounded, then for each 𝛼 ∈ 𝑈  

𝒲𝑓,𝜑
∗ 𝐾𝛼 = 𝑓(𝛼)̅̅ ̅̅ ̅̅ 𝐾𝜑(𝛼). 

        Now we raise the following question:  

Is the adjoint of a weighted composition operator on  ℍ2 ,a weighted composition operator on 

 ℍ2 ?. 

Abood E. H. [1] answered the same question for composition operators on Hardy space  ℍ2 as 

follows: 

Theorem  (2.7):[1]        Let 𝜑 be a holomorphic self-map of U . Then  𝐶𝜑
∗  is a composition 

operator on ℍ2 if and only if  𝜑(𝑧) = 𝛾𝑧 for some 𝛾 , |𝛾| ≤ 1. 

       Now we are ready to give the main result in this section concerning our above question . 

Theorem (2.8):       Let 𝜑 be a holomorphic self-map of U and 𝑓 ∊ ℍ∞, then  𝒲∗
𝑓,𝜑 is a 

weighted composition operator  on ℍ2  with symbols ℎ 𝑎𝑛𝑑 𝜓  if and only if  ℎ(𝑧) =
𝑐

1−𝑏0̅̅ ̅𝑧
 

and  𝜓(𝑧) = 𝑎0 +
𝑎1

1−𝑏0̅̅ ̅𝑧
    where  𝑎0 = 𝜓(0)  , 𝑎1 = �́�(0),  𝑏0 = 𝜑(0) and  

𝑐 = 𝑓(0)̅̅ ̅̅ ̅̅ . 

Proof  :       Assume that for some holomorphic self-map 𝜓 of U we have for all 𝑔 ∈ ℍ2 

  𝒲∗
𝑓,𝜑(𝑔) =   𝒲ℎ,𝜓(𝑔). 

Thus,                   𝒲𝑓,𝜑
∗ 𝐾𝛽(𝑧) =   𝒲ℎ,𝜓𝐾𝛽(𝑧)            (𝑧 ∈  𝑈, 𝛽 ∈  𝑈).   

Then,               𝑓(𝛽)̅̅ ̅̅ ̅̅ ̅̅ ̅𝐾𝜑(𝛽)(𝑧) = ℎ(𝑧)𝐶𝜓𝐾𝛽(𝑧). 

Hence,                𝑓(𝛽)̅̅ ̅̅ ̅̅ ̅𝐾𝜑(𝛽)(𝑧) = ℎ(𝑧)𝐾𝛽(𝜓(𝑧)). This implies that, 

                                       
𝑓(𝛽)̅̅ ̅̅ ̅̅

1 − 𝜑(𝛽)̅̅ ̅̅ ̅̅ ̅𝑧
 =

ℎ(𝑧)

1 − �̅�𝜓(𝑧)
                                                   (2.1) 

In particular, letting 𝛽 = 0   in (2.1) we get  

                                                          ℎ(𝑧) =
𝑓(0)̅̅ ̅̅ ̅̅

1 − 𝜑(0)̅̅ ̅̅ ̅̅ 𝑧
                                               (2.2) 

Put,   𝑏0 = 𝜑(0)    𝑎𝑛𝑑 𝑐 = 𝑓(0)̅̅ ̅̅ ̅̅    ,then we can write h as 

                                                              ℎ(𝑧) =
𝑐

1 − 𝑏0
̅̅ ̅𝑧

                                                  (2.3) 

Combining  equation (2.1) and (2.2) we get 
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𝑐(1 − 𝜑(𝛽)̅̅ ̅̅ ̅̅ ̅𝑧)

𝑓(𝛽)̅̅ ̅̅ ̅̅
= (1 − �̅�𝜓(𝑧)) (1 − 𝑏0

̅̅ ̅𝑧)                                (2.4) 

Clearly that the expression on the left of (2.4) is a polynomial of degree one in variable  z. 

This means  that the expression on the right of (2.4) must be a polynomial of degree one in z , 

(1 − �̅�𝜓(𝑧)) (1 − 𝑏0
̅̅ ̅𝑧) = 1 − �̅�𝜓(𝑧) − 𝑏0

̅̅ ̅𝑧 + �̅�𝑏0
̅̅ ̅𝑧𝜓(𝑧)                                  (2.5) 

Now suppose 𝜓(𝑧) = 𝑎0 + 𝑎1𝑧 + 𝑎2𝑧2 + ⋯   is the Taylor expression for 𝜓. 

Hence by substituting  𝜓 in (1.5) we get , 

(1 − �̅�𝜓(𝑧)) (1 − 𝑏0
̅̅ ̅𝑧) 

= 1 − �̅�(𝑎0 + 𝑎1𝑧 + 𝑎2𝑧2 + ⋯   ) − 𝑏0
̅̅ ̅𝑧 + �̅�𝑏0

̅̅ ̅𝑧(𝑎0 + 𝑎1𝑧 + 𝑎2𝑧2 + ⋯   ) 

= (1 − �̅�𝑎0) + (�̅�𝑏0
̅̅ ̅𝑎0 − 𝑏0

̅̅ ̅ − �̅�𝑎0)𝑧 + (�̅�𝑏0
̅̅ ̅𝑎1 − �̅�𝑎2)𝑧2 + ⋯ 

We see that  �̅�𝑏0
̅̅ ̅𝑎𝑗−1 − �̅�𝑎𝑗 = 0   for each integer j for which 𝑗 ≥ 2. On the other 

word    𝑎𝑗 = 𝑏0
̅̅ ̅𝑎𝑗−1   𝑓𝑜𝑟  𝑗 ≥ 2. 

In particular , 𝑎2 = 𝑏0
̅̅ ̅𝑎1  which means that   𝑎3 = (𝑏0

̅̅ ̅)2𝑎1, and by continuing ,we get 

that    𝑎𝑗 = (𝑏0)̅̅ ̅̅ 𝑗−1𝑎1   , 𝑓𝑜𝑟  𝑗 ≥ 2     .Substituting in Taylor series ,we see that 

𝜓(𝑧) = 𝑎0 + 𝑎1𝑧 + 𝑏0
̅̅ ̅𝑎1𝑧2 + 𝑏0

̅̅ ̅2
𝑎1𝑧3 + ⋯ = 𝑎0 +

𝑎1

1 − 𝑏0
̅̅ ̅𝑧

 

where 𝑎0 = 𝜓(0)  , 𝑎1 = �́�(0) 𝑎𝑛𝑑  𝑏0 = 𝜑(0) .    

   Conversely , if 𝑓(𝑧) =
𝑐

1−𝑏0̅̅ ̅𝑧
 and  𝜓(𝑧) = 𝑎0 +

𝑎1

1−𝑏0̅̅ ̅𝑧
 ,then a straightforward computation 

shows that equation (2.1) holds for all 𝛽 𝑎𝑛𝑑 𝑧 𝑖𝑛 𝑈, as desired .    

 

3. Finite –Rank Weighted Composition Operators.   

       Recall that an operator T  on a Hilbert space ℋ  is called of finite –rank if   the rang of  T,  

ℛ(𝑇) is finite dimensional [6 ] . An operator  T  is called an algebraic operator on ℋ  if there 

exists a nonzero complex polynomial p such that p(T)=0  [6] and T is called an idempotent 

operator on ℋ  if  𝑇2 = 𝑇 . 

        In this section we shall determine the self-map 𝜑 of U and 𝑓 ∊ ℍ∞that induce a finite –

rank weighted composition operator on Hardy space ℍ𝟐. 

Proposition (3.1):        Let 𝜑 be a holomorphic self-map of U and 𝑓 ∊ ℍ∞.If 𝜑 is a constant 

map 𝜑(𝑧) = 𝑏  where  𝑏, 𝑧 ∈ U such that  𝑓(𝑏) = 1  ,then  𝒲𝑓,𝜑is algebraic operator. 

Proof : Take 𝑝(𝑧) = 𝑧2 − 𝑧  , 𝑧 ∈ 𝑈 .Let 𝑔 ∈ ℍ2,  then 

𝑝( 𝒲𝑓,𝜑)𝑔(𝑧) = ( 𝒲𝑓,𝜑
2 −  𝒲𝑓,𝜑)𝑔(𝑧) 
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                      =  𝒲𝑓,𝜑(𝑇𝑓𝐶𝜑𝑔(𝑧)) − 𝑇𝑓𝐶𝜑(𝑔(𝑧)) 

                      =  𝒲𝑓,𝜑(𝑓(𝑧). 𝑔(𝜑(𝑧)) − 𝑓(𝑧). 𝑔(𝜑(𝑧)) 

                       = 𝑇𝑓𝐶𝜑(𝑓(𝑧). 𝑔(𝑏)) − 𝑓(𝑧). 𝑔(𝑏) 

                      = 𝑔(𝑏)𝑇𝑓𝐶𝜑𝑓(𝑧) − 𝑔(𝑏)𝑓(𝑧)  

                     = 𝑔(𝑏)𝑓(𝑧)𝑓(𝜑(𝑧)) − 𝑔(𝑏)𝑓(𝑧) 

                     = 𝑔(𝑏)𝑓(𝑧)𝑓(𝑏) − 𝑔(𝑏)𝑓(𝑧)    

                    = 𝑔(𝑏)𝑓(𝑧) − 𝑔(𝑏)𝑓(𝑧) 

                    =0 

 Hence 𝑝( 𝒲𝑓,𝜑)𝑔(𝑧) = ( 𝒲𝑓,𝜑
2 −  𝒲𝑓,𝜑)𝑔(𝑧) = 0                                          (3.1) 

   This implies that  𝒲𝑓,𝜑 is algebraic operator. 

 From equation (3.1) we have the following corollary  

Corollary  (3.2):          Let 𝜑 be a holomorphic self-map of U and 𝑓 ∊ ℍ∞. If 𝜑 is a constant 

map of U  𝜑(𝑧) = 𝑏  where 𝑏 ∈ U such that  𝑓(𝑏) = 1 , then   𝒲𝑓,𝜑is an idempotent operator 

on ℍ𝟐. 

Proposition (3.3):      Let 𝜑 be a holomorphic self-map of U and 𝑓 ∊ ℍ∞. If 𝜑  and 𝑓 are 

constant maps, then  𝑟𝑎𝑛𝑘 𝒲𝑓,𝜑 = 1  

Proof:        Suppose that  𝜑  and 𝑓 are constant maps, then there exist 𝛽, 𝛾 ∈ 𝑈 such that 

𝜑(𝑧) = 𝛽, 𝑓(𝑧) = 𝛾.Therefore for all 𝑔 ∈ ℍ2 and 𝑧 ∈ 𝑈 

 𝒲𝑓,𝜑𝑔(𝑧) = 𝑇𝑓𝐶𝜑𝑔(𝑧)      

                  = 𝑓(𝑧)(𝑔(𝜑(𝑧))  

                   = 𝛾𝑔(𝑧).   

Hence,  𝒲𝑓,𝜑(ℍ2) = 1. This implies that  𝑟𝑎𝑛𝑘 𝒲𝑓,𝜑 = 1.   

Proposition (3.4):     Let 𝜑 be a holomorphic self-map of U and 𝑓 ∊ ℍ∞. If  𝑟𝑎𝑛𝑘 𝒲𝑓,𝜑 = 1, 

then  𝜑  is a constant map. 

Proof:      Suppose that  𝑟𝑎𝑛𝑘 𝒲𝑓,𝜑 = 1, then there exist 𝛽 ∈ ℂ, ℎ ∈ ℍ2,such that for all 

𝑔 ∈ ℍ2 and 𝑧 ∈ 𝑈, we have 

 ( 𝒲𝑓,𝜑 )𝑔(𝑧) = 𝛽ℎ(𝑧). Hence   𝑇𝑓𝐶𝜑𝑔(𝑧) = 𝛽ℎ(𝑧),  implies that   𝑓(𝑧)(𝑔(𝜑(𝑧)) = 𝛽ℎ(𝑧).           

If we take 𝑔(𝑧) = 𝑧, we obtain 

 𝑓(𝑧)𝜑(𝑧) = 𝛽1ℎ(𝑧)   , for some 𝛽1 ∈ ℂ                                                    (3.2) 

Also  if  𝑔(𝑧) = 𝑧2, then 
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𝑓(𝑧)𝜑2(𝑧) = 𝛽2ℎ(𝑧)   , for some 𝛽2 ∈ ℂ                                                            (3.3) 

From equations (3.2) and (3.3 )   we have the following equation   ℎ(𝑧)(𝛽1𝜑(𝑧) − 𝛽2) = 0 

 Therefore, either ℎ(𝑧) ≡ 0     𝑜𝑟    (𝛽1𝜑(𝑧) − 𝛽2) ≡ 0. If ℎ(𝑧) ≡ 0 ,then   𝒲𝑓,𝜑  is a zero 

operator which is a contradiction with proposition (2.3). 

Hence  (𝛽1𝜑(𝑧) − 𝛽2) ≡ 0 ,this implies that 𝜑  is a constant map, as desired . 

Now we are ready to give the necessary condition of the finite-rank weighed composition 

operator. 

Theorem (3.5):      Let 𝜑 be a holomorphic self-map of U and 𝑓 ∊ ℍ∞. If  𝒲𝑓,𝜑  is of finite- 

rank operator, then  𝜑  is a constant map . 

Proof:             Suppose that  𝒲𝑓,𝜑  is of finite- rank . Put 𝑟𝑎𝑛𝑘  𝒲𝑓,𝜑 = 𝑛.To show that 𝜑  is 

a constant map, the proof will be by induction on 𝑛.  

If 𝑟𝑎𝑛𝑘  𝒲𝑓,𝜑 = 1  then by proposition (3.4)  𝜑  is a constant map. On the other hand , if the 

theorem is true for (𝑛 − 1), we shall prove it for  𝑛.   

Assume that  for each  𝑔 ∈ ℍ2, 𝑧 ∈ 𝑈 

 ( 𝒲𝑓,𝜑 )𝑔(𝑧) = 𝑓(𝑧)(𝑔(𝜑(𝑧))            

                          = 𝛼1ℎ1(𝑧) + 𝛼2ℎ2(𝑧) + ⋯ + 𝛼𝑛ℎ𝑛(𝑧)   

for some  ℎ𝑖 ∈ ℍ2  and 𝛼𝑖 ∈ ℂ    , 𝑖 = 1,2, … , 𝑛. 

If 𝑔(𝑧) = 𝑧  , then 

𝑓(𝑧)𝜑(𝑧) = 𝛽1ℎ1(𝑧) + 𝛽2ℎ2(𝑧) + ⋯ + 𝛽𝑛ℎ𝑛(𝑧)                                             (3.4) 

for some  𝛽𝑖 ∈ ℂ , 𝑖 = 1,2, … , 𝑛 . 

If   𝑔(𝑧) = 𝑧2, then  

  𝑓(𝑧)𝜑2(𝑧) = 𝛾1ℎ1(𝑧) + 𝛾1ℎ2(𝑧) + ⋯ + 𝛾1ℎ𝑛(𝑧)                                          (3.5) 

for some  𝛾𝑖 ∈ ℂ , 𝑖 = 1,2, … , 𝑛 . 

From equations (3.4) and  (3.5) we get the following equation  

𝜑(𝑧)[𝛽1ℎ1(𝑧) + ⋯ + 𝛽𝑛ℎ𝑛(𝑧)] = 𝛾1ℎ1(𝑧) + ⋯ + 𝛾1ℎ𝑛(𝑧)  

                  ℎ𝑛(𝑧)(𝛽𝑛𝜑(𝑧) − 𝛾𝑛) = ℎ1(𝑧)(𝛾1 − 𝛽1𝜑(𝑧)) + ⋯ + ℎ𝑛−1(𝑧)(𝛾𝑛−1 − 𝛽𝑛−1𝜑(𝑧)) 

 Note that, if  (𝛽𝑛𝜑(𝑧) − 𝛾𝑛) = 0, then  𝜑 is a constant map. But if  

 (𝛽𝑛𝜑(𝑧) − 𝛾𝑛) ≠ 0,then for all 𝑧 ∈ 𝑈, we have  

ℎ𝑛(𝑧) =
(𝛾1 − 𝛽1𝜑(𝑧))

(𝛽𝑛𝜑(𝑧) − 𝛾𝑛)
ℎ1(𝑧) + ⋯ +

(𝛾𝑛−1 − 𝛽𝑛−1𝜑(𝑧))

(𝛽𝑛𝜑(𝑧) − 𝛾𝑛)
ℎ𝑛−1(𝑧) 
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This implies that, ℎ𝑛  is a linear combination of  ℎ1, ℎ2, … , ℎ𝑛−1. 

Hence, 𝑟𝑎𝑛𝑘  𝒲𝑓,𝜑  reduces to 𝑛 − 1. But we assumed by the induction that the theorem is 

true for  𝑟𝑎𝑛𝑘  𝒲𝑓,𝜑 = 𝑛 − 1 . Thus 𝜑 must be constant map. 

  Recall that an operator T on Hilbert space ℋ is called compact if T  maps each bounded  

subset of  ℋ into relatively compact one [6].Before we give the next result we need the 

following theorem [7].    

Theorem (3.6):(Finite Rank Approximation) 

      Suppose that T is an operator on a Hilbert space ℋ .Then T is compact if and only if there 

is a sequence {𝐹𝑛}  of finite-rank operator such that ‖𝑇 − 𝐹𝑛‖ → 0. 

Corollary (3.7):      Let 𝜑 be a non-constant  holomorphic self-map of U and 𝑓 ∊ ℍ∞. If 

  𝒲𝑓,𝜑 is a compact operator then there exists a no sequence of finite-rank weighted 

composition operator on ℍ2 that converges to 𝒲𝑓,𝜑. 

Proof:      Suppose, that there exists a sequence  {𝑇𝑛}  of finite-rank weighted composition 

operator on ℍ2 that converges to 𝒲𝑓,𝜑 , i.e.  lim𝑛→∞ 𝑇𝑛 = 𝒲𝑓,𝜑  .We note that if  

ℎ ∈ ℛ(𝒲𝑓,𝜑) then 𝒲𝑓,𝜑𝑔 = ℎ   for some  𝑔 ∈  ℍ2. Hence lim𝑛→∞ 𝑇𝑛𝑔 = ℎ   , 

 then  we have ℎ ∈ ℛ̅(𝑇𝑛) . But {𝑇𝑛} is a sequence of finite-rank operators , then {ℛ(𝑇𝑛)} is a 

finite-dimensional subspace of  ℍ2 for all n . Thus ℛ̅(𝑇𝑛) = ℛ(𝑇𝑛) for all n . Then ℎ ∈ ℛ(𝑇𝑛)  

for all n .This implies that ℛ(𝒲𝑓,𝜑) ⊆ ℛ(𝑇𝑛) for all n. 

Since  ℛ(𝑇𝑛) is a finite-dimensional subspace of  ℍ2, then  ℛ(𝒲𝑓,𝜑) is a finite-dimensional 

subspace of  ℍ2, thus  by theorem (3.5) 𝜑 is constant map , which a contradiction . 

 

4- The Eigenvalue Equation for Weighted Composition Operator Inducing by Koenig's 

Maps.  

If 𝜑 is a holomorphic self-map of U, the eigenvalue equation for the composition 

operator is 

𝐶𝜑𝑔 = 𝜆𝑔     𝑜𝑟   𝑔𝑜𝜑 = 𝜆𝑔                                  (4.1) 

this is called Schrӧder's equation [8]. 

In 1870, Ernst Schrӧder's pioneering work on iteration of analytic functions. In trying to 

understand Newton's  method in the complex plane, Schrӧder's arrived at the idea of using 

iteration to find solutions of equations involving analytic functions.  

In 1884, Gabriel Koenigs published his work on solution of Schrӧder's equation for the 

class of holomorphic self-maps 𝜑 of U that are not conformal automorphisms, that fix a point 

p  U and for which 𝜑(𝑝) ≠ 0́  (so that 𝜑 is noncontact  . Shapiero in [7] called these maps 

Koenigs maps. 

 

Remark (4.1):    If 𝜑 is a Koenigs map,then by its definition , 𝜑 is a holomorphic self-map of 

U with fixed point 0 ∈ U for which 𝜑(𝑝) ≠ 0́  and not conformal automorphism .    Gabriel 
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Koenigs published basic existence-uniqueness theory for a unique solutions of Schrӧder's 

equation (4.1) near a fixed point. Hence by (1.2.13)  0 < |𝜑(𝑝)́ | < 1. 

Theorem (4.2)(Necessary and Uniqueness):        If 𝜑 is a Koenigs map ,then the eigenvalue 

of   𝐶𝜑  are  𝜑(𝑝)́ 𝑛 for some positive  integers n, i.e.  suppose  𝑔 ∈ ℍ2 is a nonconstant and 

there is a complex number 𝜆 such that 𝑔 𝑎𝑛𝑑 𝜆 satisfy Schrӧder's equation, then 𝜆 = 𝜑(𝑝)́ 𝑛 

for some positive integer n . 

      Moreover ,these are the only eigenvalues and they all have multiplicity one , i.e. up to 

multiplicity constant , 𝑔 is the unique solution for   𝑔𝑜𝜑 = 𝜆𝑔       

     In what follows we shall try prove the necessary and uniqueness theorem  for analytic 

solution of the eigenvalue equation of weighted composition operator 

                                 𝒲𝑓,𝜑𝑔 = 𝜆𝑔     𝑜𝑟  𝑓( 𝑔𝑜𝜑) = 𝜆𝑔                          (4.2) 

We shall introduce the main theorem in some stage .We need some preliminaries . 

Recall that [6] if T be bounded linear operator on Hilbert space, then the spectrum  of T, 

denoted by (T), is defined as follows:    

 𝜎(𝑇)  {  𝐶 ∶  𝑇  𝐼 𝑖𝑠 𝑛𝑜𝑡 𝑖𝑛𝑣𝑒𝑟𝑡𝑖𝑏𝑙𝑒}. 

       Moreover ,the point spectrum of T denoted by 𝜎𝑝(𝑇) is the set of all eigenvalue of T. 

Remark  (4.3):     In fact if 𝜑 is Koenigs map whose fixed point p is not 0, we apply the case 

𝑝 = 0 result to 𝜓 = 𝛼𝑝𝑜𝜑𝑜𝛼𝑝
−1 which fixed the origin. Hence, 

𝒲𝑓𝑜𝛼𝑝,𝜓 = 𝑇𝑓𝑜𝛼𝑝
𝐶𝜓 

                 = 𝑇𝑓𝑜𝛼𝑝
𝐶𝛼𝑝 𝐶𝜑 𝐶𝛼𝑝

−1 

                 = 𝐶𝛼𝑝 𝑇𝑓𝐶𝜑 𝐶𝛼𝑝
−1         = 𝐶𝛼𝑝 𝒲𝑓,𝜑 𝐶𝛼𝑝

−1 

Thus 𝒲𝑓𝑜𝛼𝑝,𝜓 and  𝒲𝑓,𝜑 are similar . But it well-know that two similar operator have same 

point spectrum and spectrum . Thus by the special automorphism 𝛼𝑝 , we translate the result 

for 𝜓 and  𝑓𝑜𝛼𝑝 into results for  𝜑  𝑎𝑛𝑑 𝑓, respectively . 

Lemma (4.4):       Suppose  𝜑  be a holomorphic self-map of U and 𝑓 ∊ ℍ∞/{0}. If 𝜑  is a 

non-constant map, then 𝒲𝑓,𝜑is one-to-one . 

 Proof :        Suppose that 𝜑  is  non-constant . Let  ℎ1, ℎ2 ∈ ℍ2 such that  

𝒲𝑓,𝜑(ℎ1) = 𝒲𝑓,𝜑(ℎ2), then  𝑇𝑓𝐶𝜑(ℎ1) = 𝑇𝑓𝐶𝜑(ℎ2). Thus,  for all 𝑧 ∈ 𝑈 

𝑓(𝑧)ℎ1(𝜑(𝑧)) = 𝑓(𝑧)ℎ2(𝜑(𝑧)), then  ℎ1(𝜑(𝑧)) = ℎ2(𝜑(𝑧)). Hence,   

 ℎ1 ≡ ℎ2   𝑜𝑛 𝜑(𝑈) . Thus by open mapping theorem,  we have  ℎ1 ≡ ℎ2 on a non-empty open 

subset of U. Therefore ,by Taylor theorem ℎ1 = ℎ2 .Thus 𝒲𝑓,𝜑is one- to-one operator  . 
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Lemma (4.5):       Let 𝜑 be a holomorphic self-map of U such that 𝜑 fixes 𝑝 ∈ 𝑈 and   𝑓 ∊
ℍ∞. If 𝜑 is neither a constant nor a conformal automorphism of U and 𝒲𝑓,𝜑 (𝑔) = 𝜆𝑔  for 

some 𝑔 ∊ ℍ𝟐 , 𝑔 ≠ 0  𝑎𝑛𝑑  𝜆 ∈ ℂ ,  then 

1.   𝜆 ≠ 0. 

2.   If 𝑔 is non-constant function, then  𝜆 ≠ 𝑓(𝑝) and   𝑔(𝑝) = 0. 

 Proof :    1. Since  𝜑 is non-constant, then by Lemma (4.4) we obtain 𝒲𝑓,𝜑 is one-to-one. If 

we assume that 𝜆 = 0, then for some 𝑔 ≠ 0   

𝒲𝑓,𝜑(𝑔) = 𝑓(𝑧). 𝑔(𝜑(𝑧)) = 𝜆𝑔(𝑧) = 0. 

But 𝒲𝑓,𝜑 is one-to-one,  then 𝑔 = 0 which is contradiction. Hence,  𝜆 ≠ 0.  

2.  Assume that   𝜆 = 𝑓(𝑝), then  

                   𝒲𝑓,𝜑(𝑔) = 𝑓(𝑧). 𝑔(𝜑(𝑧)) = 𝜆𝑔(𝑧) = 𝑓(𝑝)𝑔(𝑧). Hence, 

(𝒲𝑓,𝜑(𝑔(𝑧)))
𝒏

= (𝑓(𝑝))𝒏(𝑔(𝑧))𝒏 

                             = 𝑇𝑓 (𝑓 ○𝜑 )(𝑓 ○𝜑2)...(𝑓 ○𝜑𝑛−1)𝐶𝜑𝑛
(𝑔(𝑧)). 

Since, 𝜑 is non-automorphism of U, then by Grand Iteration theorem [] we obtain  𝜑𝑛

𝜅
→ 𝑝. 

Therefore for each 𝑧 ∊ 𝑈, we have  

 (𝑓(𝑝))𝒏(𝑔(𝑧))𝒏 = (𝒲𝑓,𝜑(𝑔(𝑧)))
𝒏

          

                            = 𝑓(𝑧)𝑓(𝜑(𝑧)) … 𝑓(𝜑𝑛−1(𝑧))𝑔(𝜑𝑛(𝑧)) 

                                
𝑘
→  (𝑓(𝑝))𝒏𝑔(𝑝). 

Hence, (𝒲𝑓,𝜑(𝑔(𝑧)))
𝒏

  converges to (𝑓(𝑝))𝒏(𝑔(𝑧))𝒏 and   (𝑓(𝑝))𝒏𝑔(𝑝)  in 𝑈.Therefore 

since the limit is unique and 𝑓(𝑝) ≠ 0  ( by part (1)), then 𝑔 is a constant function, which 

contradicts our hypothesis .  

Now to see that 𝑔(𝑝) = 0, note that from eigenvalue equation   

𝑓(𝑧). 𝑔(𝜑(𝑧)) = 𝜆𝑔(𝑧), set 𝑧 = 𝑝 to get   𝑓(𝑝). 𝑔(𝜑(𝑝)) = 𝑓(𝑝). 𝑔(𝑝) = 𝜆𝑔(𝑝). 
 which since 𝜆 ≠ 𝑓(𝑝), gives the desired result. 

    In following theorem proven the existence for analytic solution of the eigenvalue equation 

(4.1) of weighted composition operator . 

   Theorem (4.6):        Let 𝜑 Koenigs map of U that fixed  𝑝 ∈ 𝑈 and 𝑓 ∊ ℍ∞. Suppose 

that  𝒲𝑓,𝜑(𝑔) = 𝜆𝑔 for some  𝑔 ∊ ℍ𝟐 such that  𝑔  is not  constant function  and  𝜆 ∈ ℂ . Then 

, 𝜆 = 𝑓(𝑝)(�́�(𝑝))
𝑛

   for some 𝑛 = 0,1,2, …    . 
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Proof         Without loss of generality we give the proof for the special case when  𝑝 = 0  (by 

remark (4.3)). Since  𝑔  is not  a constant function, then by lemma(4.5) (2) we have 

  𝑔(0) = 0. Therefore, the Taylor expansion of  𝑔  is 

𝑔(𝑧) = 𝑎𝑛𝑧𝑛 + 𝑎𝑛+1𝑧𝑛+1 + ⋯        𝑤ℎ𝑒𝑟𝑒 𝑎𝑛 ≠ 0. By solving eigenvalue equation 

𝒲𝑓,𝜑(𝑔) = 𝑓. (𝑔 ○ 𝜑) = 𝜆𝑔  we obtain for each 𝑧 ∈ 𝑈 that 

𝜆 =
𝑓(𝑧). (𝑔(𝜑(𝑧))

𝑔(𝑧)
                        

                                                = 𝑓(𝑧) (
𝜑(𝑧)

𝑧
)

𝑛
𝑎𝑛 + 𝑎𝑛+1𝜑(𝑧) + 𝑎𝑛+2𝜑(𝑧)2 + ⋯       

𝑎𝑛 + 𝑎𝑛+1𝑧 + 𝑎𝑛+2𝑧2 + ⋯       
 

               𝜆 = lim
𝑧→0

𝜆 = lim
𝑧→0

𝑓(𝑧). lim
𝑧→0

(
𝜑(𝑧)

𝑧
)

𝑛
𝑎𝑛 + 𝑎𝑛+1𝜑(𝑧) + 𝑎𝑛+2𝜑(𝑧)2 + ⋯       

𝑎𝑛 + 𝑎𝑛+1𝑧 + 𝑎𝑛+2𝑧2 + ⋯       
 

            𝜆 = 𝑓(𝑝)(�́�(𝑝))
𝑛

    

Lemma (4.7):         Suppose that 𝜑 is a Koenigs of U  that fixed  𝑝 ∈ 𝑈 and 𝑓 ∊ ℍ∞.  If  

�́�(𝑝) = 0 , then 𝑓(𝑝) is the only eigenvalue of  𝒲𝑓,𝜑 . 

Proof:       Assume that 𝜆 ≠ 𝑓(𝑝), 𝜆 is the eigenvalue for𝒲𝑓,𝜑 . But from the proof of 

lemma(4.5)(2)  the only eigenfunction  corresponding to 𝑓(𝑝) is the constant multiple of  𝑓, 

therefore the eigenfunction of 𝜆 is the constant multiple of  𝑓. 

Hence, by theorem(3.6)  𝜆 = 𝑓(𝑝)(�́�(𝑝))
𝑛

 for some nonnegative integer n. 

But �́�(𝑝) = 0, then 𝜆 = 0, which is contradiction lemma(4.5)(1), hence 𝜆 = 𝑓(𝑝). 

       It is well-known [7] that the non-zero spectral points of compact operator are precisely 

the non-zero eigenvalues .Also every compact operator on infinite dimensional Hilbert space 

is not invertible, then zero lies in its spectrum . Therefore from theorem (4.6) and lemma (4.7) 

we can provide the following description of the spectrum of a compact weighted composition 

operator . 

Corollary (4.8):        Let 𝜑 be a holomorphic self-map of U and 𝑓 ∊ ℍ∞. If  𝒲𝑓,𝜑 is compact 

operator on ℍ𝟐 and  𝑝 ∈ 𝑈 is the fixed point of  𝜑, then  

𝜎(𝒲𝑓,𝜑) = {0, 𝑓(𝑝)} ∪ {𝑓(𝑝)(�́�(𝑝))
𝑛

: 𝑛 = 1,2, …  } . 

Remark (4.9):       If  𝒲𝑓,𝜑  has an eigenfunction which is constant  function, then by lemma 

(4.5)(1) and theorem (4.6)  𝜆 = 𝑓(𝑝)�́�(𝑝) ≠ 0. 

        The next theorem discuss the uniqueness of eigenvalue equation (4.1) .   

Theorem (4.10):         Suppose that 𝜑 is a Koenigs of U  that fixed  𝑝 ∈ 𝑈 and 𝑓 ∊ ℍ∞ and 𝜆 

is an eigenvalue for 𝒲𝑓,𝜑, then the multiplicity of 𝜆  is one . 
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Proof :         To prove the multiplicity of 𝜆   is 1, we show that if  𝑔 is an eigenfunction for 

𝒲𝑓,𝜑 corresponding to  𝜆 and 𝒲𝑓,𝜑(ℎ) = 𝜆ℎ  ,for some ℎ ∊ ℍ𝟐, then ℎ is constant multiple of 

𝑔. Without loss of generality we assume may that  𝜑(0) = 0  and  

 𝑓(0) ≠ 0. If 𝜆 = 𝑓(0)  then by lemma (4.5) (2) we see that the only eigenfunctions for the 

eigenvalue 𝑓(0)  are the constant function , hence the theorem is true when 𝜆 = 𝑓(0) .  

Now, if 𝜆 ≠ 𝑓(0), by differentiating both sides of eigenvalue equation 

𝑓(𝑧). 𝑔(𝜑(𝑧)) = 𝜆𝑔(𝑧)          (𝑧 ∈ 𝑈), we get   

𝑓(𝑧). �́�(𝜑(𝑧)). �́�(𝑧) + �́�(𝑧). 𝑔(𝜑(𝑧)) = 𝜆�́�(𝑧) 

and evaluate the result at 𝑧 = 0 and 𝜆 = 𝑓(0)�́�(0), awe have  

(𝑓(0))2. �́�(𝜑(0)). �́�(0) + �́�(0). 𝑔(𝜑(0)) = 𝜆�́�(0) . 

Moreover , 

𝑓(𝑧). [𝑔(́ 𝜑(𝑧)). 𝜑′′(𝑧) + 𝑔′′(𝜑(𝑧)). (�́�(𝑧))2] + �́�(𝑧). 𝑔′(𝜑(𝑧))�́�(𝑧) + �́�(𝑧). 𝑔′(𝜑(𝑧))�́�(𝑧)

+ 𝑓′′(𝑧). 𝑔(𝜑(𝑧)) = 𝜆𝑔′′(𝑧) 

and evaluate the result at z=0 and  𝜆 = 𝑓(0)�́�(0)  we get 

𝑓(0). 𝑔(́ 𝜑(0)). 𝜑′′(0) + 𝜆. 𝜑′(0). 𝑔′′(𝜑(0)) + 2. �́�(0). 𝑔′(𝜑(0))𝜑′(0) + 𝑓′′(0). 𝑔(𝜑(0)) =

𝜆𝑔′′(0)  .                                                                     (2.13)   

But by lemma (4.5)(2)  𝑔(0) = 0, then we obtain from equation (2.13) that  

𝜆[𝜑′(0) − 1]𝑔′′(0) = −[𝑓(0)𝜑′′(0) + 2�́�(0)𝜑′(0)]𝑔′(0)   . 

        Thus the calculation shows that for every 𝑛 ≥ 2, the quantity  

𝜆[𝜑(𝑛−1)(0) − 1]𝑔(𝑛)(0)  is given by an expression that involves the derivatives 

𝜑(𝑚)(0)   𝑓𝑜𝑟  1 ≤ 𝑚 ≤ 𝑛  , 𝑔(𝑘)(0)  𝑓𝑜𝑟  1 ≤ 𝑘 ≤ 𝑛 − 1 and 𝑓(𝑗)(0)   𝑓𝑜𝑟  1 ≤ 𝑗 ≤ 𝑛 − 1. 

       But by remark (2.3.8 ) 𝜆 ≠ 0 and moreover 𝜆 ≠ 𝑓(0) , then the induction argument 

shows that  for 𝑛 ≥ 2,   𝑔(𝑛)(0)  is determined solely by 𝜑, 𝑓′𝑎𝑛𝑑 𝑔′(0) . 

       So given  𝜑  𝑎𝑛𝑑 𝑓  the coefficients  𝑔(𝑛)(0) 𝑜𝑓 𝑔 in its Taylor expansion about 0 are 

determined solely by 𝑔′(0) (note that 𝑔(0) = 0 ). 

     Similarly, the coefficients for every eigenfunction  ℎ in its Taylor expansion about 0 

determine solely by  ℎ′(0) (note that ℎ(0) = 0 by lemma(4.5) ), hence ℎ  is a constant 

multiple of 𝑔 . 
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