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Abstract

A comparative investigation was done analyticadliy4 different Estimation Techniques of a newlyigeed Audit
Fees model with four exogenous variables. The aita explore in depth the effects of the problem of
heteroscedasticity in a CLRM of cross-sectionahdatd to determine an appropriate estimation tecie(s) in the
presence of such heteroscedasticity. Findings teddhat the estimates are virtually identicaltfmee estimators:
OLS, WH and NW, while the performance of the fowgtttimator, GLS was found to be outstanding, as it
completely eliminates the effect of heteroscedigtiyy producing a “BLUE” result.

Key Words: Heteroscedasticity, Audit Fees, Exogenous vaemhNew-design and BLUE.

1. Introduction

One of the most frequently arisproblems in a Classical Linear Regression ModelR®I). of Cross-Sectional data
is Heteroscedasticity. By heteroscedasticity, wamhé¢he existence of some non-constant variancgiumin a
CLRM, Guijarati and Porter (2009). This paper isnaiily concerns with heteroscedasticity which ig ofithe
violations of the assumptions made regarding tgeession model. The phenomenon, according to Mad@8i05),
particularly deals with the problem of unequal exrariance in the multiple regression model.

Heteroscedasticity is potentially a serious probéerd a researcher needs to know whether it is présa given
situation and then take corrective action. Fox {)9@as of the opinion that the impact of non-conts&ror
variance on the efficiency of Ordinary Least-Sqsastimator and on the validity of least-squarésémce depends
on several factors, which include the sample sieedegree of variation in thef , the configuration of the regressor
values and the relationship between the error neei@nd the X's. It is therefore not possible teedep wholly
general conclusions concerning the harm producdtetsroscedasticity. Thus, this paper thereforestigates the
comparative estimation of heteroscedasticity effesing four different estimation techniques nam@indinary
Least Squares (OLS), White Heteroscedasticity-Goeisi Standard Errors and Covariance (WH), NewegtWe
HAC Standard Errors and Covariance (NW) and Weih&ast Squares (WLS). The performances of these
estimators are evaluated based on relevant statisth as R R?, F, AIC and SWC. The aim is to explore in depth
the phenomena effects of heteroscedasticity presenross-sectional data and examine which oégienators is
capable of producing a Best Linear Unbiased EséméBLUE) results.

Long and Ervin (2000) confirmed that in the presen€ heteroscedasticity, OLS estimates are unbjdsedthe
usual tests of significance are generally inappad@rand their use can lead to incorrect inferend@song other
things, they suggested that data analysts shoulgatcfor heteroscedasticity using Heteroscedagticonsistent
Covariance Matrix (HCCM) whenever there is reaspsuspect its presence.

Xavier, Bernadino and Juan (2012) were also of dpaion that with regard to day-to-day imprecisidghe
phenomenon called heteroscedasticity should betiake account.

In this paper, we broaden the scope of heterostieithady considering a K-1 variable classical lmaegression
model where the relation between a response varMlaind predictors is given by
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This model identifies K-1 explanatory variablesgfessors) namely XX, ------- Xk and a constant termthat

assumed to influence the dependent variable (regne3. In the literature, model (1) has been thgitu
investigated for heteroscedasticity.is well known that when the assumptions of the linear regression model
are correct, Ordinary Least Squares (OLS) provides efficient and unbiased estimates of the parameters.
When the errors are heteroscedastic, the OL S estimates remains unbiased, but becomes inefficient. More
importantly the usual procedures for hypothesis testing are no longer appropriate and their use can lead to
incorrect inferences. According to Phoebus,J.D (1978), this means that confidence intervals based on OL S will
be unnecessarily larger and as a result, the t and F tests are likely to give us inaccurate results. Given that
heteroscedasticity is common in cross-sectiona,daethods that take care of heteroscedasticityessential for
prudent data analysis.

For the purpose of this paper, we shall assume upredictors namely Total Assets (TA), Total EqUTE),
Customers Deposit (CD) and Profit Before Tax (PBAth Audit Fees (AF) as the regressand variablé.tiddse
information are obtained from a cross-sectionahddteleven (11) commercial banks in Nigeria. Fégurelated to
them were extracted from the year 2008, 2009 ardd 2@dited financial statements as published bthalleleven
banks.

Thus, an Audit Fees model is designed as

AF = f{(TA, TE, CD, PBT) +¢ (2)
Explicitly, we have
AEF= Bo+ PiTA; + BoTE + BsCD; + B4PBT + ¢ (3)

In the course of this research, we shall demormstwiéh great dexterity that the conditional variamé AF increases
as each of TATE; CD; and PBT; increases. That is, the variance of AF is not #raes for each of the banks.
Hence, there is presence of heteroscedasticity. i.e

E@ =07 4)

Ole-Kristian et al (2007) examined the relation betweacess audit fees and the implied required ratetarn on
equity capital in global markets, and they conjezthat when audit fees is excessively large, itoresnay perceive
the auditor to be economically bonded to the clitedding to lack of independence. Meanwhile, tfaled to
establish a scientific procedure for the approprfadiing or review of these audit fees, despitetadl negative effects
of its excess emphasized in their publication. filfdhis gap, this paper intends to examine 4 aliéint methods of
estimating the parameters of Equation 3, to enabl&now the most suitable technique for fitting agpropriate
model for the review of Audit Fees in Nigeria bamkindustry.

Equation (2) also derives its justification fronethoard room negotiations that usually accompathiedeview of
Audit fees.

2. MaterialsAnd Methods

The estimation of heteroscedasticity effect in silze linear regression model (CLRM) enables uknow which of
the following techniques a better estimator isrivss-sectional data:

Ordinary Least Squares (OLS) estimation in thegres of heteroscedasticity.
The method of Generalised Least Squares (GLS).

White heteroscedasticity-Consistent standard emogscovariance.
Newey-West HAC standard error and covariance.

PwnPRE

2.1 OLSEstimation In The Presence Of Heter oscedasticity

If we introduce heteroscedasticity by letting E*)u= o; but retain all other assumptions of the classivadlel, the
OLS estimatop is the same with that of the situation under #sueption of homoscedasticity but its variance is
obviously different from the usual variance obtdinmder the assumption of homoscedasticity.

We consider a two-variable model given as:
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By minimizing the sum of square of error, the Ols8raator off, becomes

5 _XXiYi _ nXXiY; —XX; XY;
Ba = Yx;? n¥x;?—(EX; )2 ®)

but its variance is now given by the following esgsion:
Var (B,) =E [(B, — B)*] = EI(X kiw;)?]
Var (8,) = E (2u? + k3u2 + ........ +k2u? + 2 cross product terms)
=E(Pud + k2 + ... +k2u2 )
Since the expectation of the cross product termzaro because of the assumption of no seriallatime.
var (B) = k2E(u?) + k2E(u2) + ........ +k2E (u2)
Since, E(u?) = ¢? , we have,
Var () =k262 +k20% + ........ +h2 g2
=Y kio?

Since, k; :% (from the linearity property of Gauss — Markov ©hem)
Therefore, Varf) =3[ (%)zaiz]

2 _2
_Xxjoj

T Exd?

(6)

Equation (6) is obviously different from the usuehriance formula obtained under the assumption of
homoscedasticity, which is given as:

s g2
Var (3,) =55 (1)

If 6? = o2 for each i, the two variance formulas will be itieal. This is becaus, is still linear and unbiased under
heteroscedasticity assumption when all other assangpof CLRM hold. Since the variancewgf homoscedastic or
heteroscedastic plays no part in the determinatidhe unbiasedness property.

Also, 3, is a consistent estimator under the assumptioheo€LRM despite heteroscedasticity; that is, assdmple
size increases indefinitely (i.e. becomes asymgallyi large) the estimated3, converges to its true value.
Furthermore, it can be shown that under regulaotyditions,3, is asymptotically normally distributed.

Granted thap, is still linear, unbiased and consistent, it igtipent to note thaf, is not efficient or best. That is, it
does not have minimum variance in the class ofasda estimators.

Thus, we can easily conclude tifiatis not BLUE in the presence of heteroscedasticity.
2.2 GL S Estimator

This is the procedure of transforming the origimatiables in such a way that the transformed véegbatisfy the
assumptions of classical model and then applying @l.them. In short, GLS is OLS in the transformedables
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that satisfy the standard least squares assumptiims estimators thus obtained are known as GtiB&wrs and it
is these estimators that are Best, Linear and WetiéBLUE).

Unlike the usual OLS method which does not makeafiske information available in the unequal vailigbof the
dependent variable Y, i.e. it assigns equal wegghtmportance to each observation. GLS takes &ufcnmation
into account explicitly and is therefore capabl@fducing estimators that are BLUE.

To illustrate this, we recall equation (3.1.10):

Yi =B +B Xty

Which for ease of algebraic manipulation, we waise

Yi =B Xoi *+BXi tuy ®)
WhereX,; = 1 for each i.

By assuming that the heteroscedastic variangeare known, and divide equation (8) throughshyo obtain:

Yi _ p (Xoi Xiy 4 (M

L= +BCH D ©)
Which for ease of operation, we write as:

V' = B X B XS+ (10)

We useds;” andg,” the parameters of the transformed model, to djatgh them from the usual OLS parameters
B, andg ,.

Hence, Var¢;* ) = E(w;*)? = E(%)2 (11)
Since, E¢;") =0
Var(u;*) :[,_1,2 E(u;?), since ¢? is known

=—(0?) , sinceE(w;?) = o
i

= 1, which is a constant.

That is, the variance of the transformed disturkaecmsu;* is now homoscedastic. Since we are still retairire
other assumptions of the classical model, the figdhat it isu* that is homoscedastic suggest that if we apply OLS
to the transformed model (10), it will produce esttors that are BLUE.

In short, the estimate}* andB,” are now BLUE and not the OLS estimat8rsandp,.

2.3 White Heter oscedasticity-Consistent Standard Errorsand Covariance

White, H. (1980) has derived a heteroscedastidhsistent covariance matrix estimator which prosidstimates of
the coefficient covariances in the presence ofrbetedasticity of unknown form. The white covadamatrix is
given by:

Sw= = XTI, 02 L)) (12)

Where T is the number of observations, K is the Inemof regressors and . is the least squares residual.

4
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2.4 Newey-West HAC Standard Errorsand Covariance

The white covariance matrix described above assutmasthe residuals of the estimated equation arally
uncorrelated. Newey and West (1987) have proposedra general covariance estimator that is comgistethe
presence of both heteroscedasticity and autoctimelaf unknown form.

The Newey-West estimator is given by:

2,,:j(X’X)"§(X’X)‘7 (13)
Where
Q= 03 0505 + X541 - ) L=+ (Hoaeoox (V) + x_(tv) u_t x_tV)]} (14)

Where q, the truncation lag, is a parameter reptege the number of autocorrelations used in evalgathe
dynamics of the OLS residuals,. Following the suggestion of Newey and West, Bvgisets q to:

q = floor [4("/;50) /9] (15)

It is pertinent to note that using the white hetesmlasticity or Newey-West does not change thet pstimates of
the parameters; only the estimated standard earerdifferent.

3. Results And Discussion

The data collected is on the operational activitiesleven (11) commercial banks in Nigeria naniéhgt Bank,
United Bank for Africa, Zenith Bank, Stanbic ib&kye bank, Union Bank, Access Bank, FCMB, Ecob&Bank
and Diamond Bank for periods of year 2008, 2009 201D.

3.1 Summary of Measures of M odel Validity

Here, we attempt to summarize the results pfRjusted R F-statistic, Akaike-info criterion (AIC) and Schiza
criterion (SWCYor the Ordinary Least Square (OLS), Generalizeast &quares (GLS), Newey-West HAC (NW)
and White Heteroscedasticity (WH) procedures. ihte facilitate a better synopsis in comparatiweestigation of
the phenomenon and to assist in the determinafiarich Estimation techniques perform best..

Table 1: Results of Estimation Techniques

YEAR 2008 2009 2010
oLSs oY 0.4962 0.3538 0.5350
" 0.1603 -0.0770 0.2250
1.4772 (with P value of 0.8213 (with P value of 1.7258 (with P value of
0.31826) 0.556) 0.2619)
AlC 36.7444 37.5447 37.9998
swc 36.9249 37.7255 38.1806
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GLS 0o 0.9511 0.8702 0.9075
g0 0.9187 07837 0.8459
F 29.23 (with P-value of 10.0575 (with P-value of | 14.7223 (with P-value of
0.000448) 0.0079) 0.002943)
AlC 35.2123 37.7103 38.1665
SWC 35.3932 37.8912 38.3473
NW Oo 0.4962 0.3538 0.5350
- 0.1603 -0.0770 0.2250
= 1.4772 (with P-value 0.8213 (with P value of 1.7258 (with P value of
0.31826 0.556) 0.2619)
AlC 36.7444 37.5447 37.9998
swe 36.9249 37.7255 38.1806
0.4962 0.3538 0.5350
WH o 0.1603 -0.0770 0.2250
U 1.4772 (with P-value 0.8213 (with P value of | 1.7258 (with P value of
F 0.31826 0.556) 0.2619)
36.7444 37.5447 37.9998
AlC 36.9249 37.7255 38.1806
SWC

The consistency of opinion or inference exhibitgdh®e summarized results is a thing to be holdriessarch of this
magnitude. In fact, all the literature already eswied about heteroscedasticity effect in a CLRMrogs-sectional
data have been confirmed or established by thesétseThat is, only the results produced by WLSworthy of
any meaningful inference in the presence of hetexdssticity.

According to year 2008 OLS results, the coefficiehtletermination (B implies that only 49.6% of the variation in
auditor's remuneration is explained by all the exgltory variables under consideration. The adjugf¢@.160),
akaike info criterion (36.74) and Schwarz criter(86.92) further confirmed the position of ouf, Rhich adjudged
the model as not a “best goodness of fit”.

For the Year 2009, the coefficient of determinai{Bf) implies that only 35.4% of the variation in awdis
remuneration is accounted for by all the regresander consideration. The adjusted (.7%) in fact shows that
the model is a poorly fitted one. The duo of akaile (37.54) and Schwarz (37.72) criterion furtenfirmed this
position, and that of year 2010 result also rewk#iat the Coefficient of determination?jRmplies only 53.5% of
the variation in auditor’s remuneration is explaits the four explanatory variables. The adjust&R?2), akaike
info criterion (37.99) and Schwarz criterion (38.1i&ther confirmed the position of oufRvhich adjudged the
model to have been poorly fitted.

The result of F statistic for the three years shthas the regression coefficients are not staiitisignificant, since
its P-value is above 0.05.

Meanwhile, the above results are expected for Qlge we used cross-sectional data which speakisneobdf the
presence of heteroscedasticity.

The GLS results presented for Year 2008 have taken of all the deficiencies of OLS results preseéfexplained
for the year 2008. Hence, it is adjudged to beteebenodel in the presence of heteroscedasticitfadt, 95.11%
variation in auditor's remuneration accounted fpthe explanatory variables is one of the bestsitas for the
measure of goodness of fit.
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Accordingly, year 2009 results are also adjudgeuoktbetter than that of year 2009 OLS results. cdedficient of
determination (B implies that 87.02% of the variation in auditorsnunerations is explained by all the explanatory
variables as against 35.38% presented by the GiLitse

Year 2010 equally gives a better result than th#t@OLS which has a coefficient of determinat{&) of 0.535. A
90.75% variation in auditor’s remuneration, as expd by the explanatory variables makes the GL8efto be
valid enough for reasonable inference.

The adjusted & akaike info and Schwarz criterion results alsimfgal to the fact the GLS models are reasonably
valid.

The result of F statistic shows that all the regjia@s coefficients are statistically significantbaith 5% and 1% levels
of significance for the three years under constitama

It is pertinent to note that the results of both ¥ihite and Newey heteroscedasticity test for lineet years do not
change the point estimates of the parameters fnenomes obtained in the OLS analysis, which cor&itiie
presence of heteroscedasticity. Only the estimstgaatard errors of both test differed from thathef OLS
estimates. Thus, the model arrived at by the twthaus clearly show lack of goodness of fit as obesain OLS.

4. Conclusion

This paper has critically and analytically examined mparative investigation from different estimatiectiniques
for a newly designed Audit Fees model of four erptary variables. It was found that, in the presewic
heteroscedasticity; OLS, NW,WH produced virtuatlgmtical results while GLS results were outstanding

Based on the results obtained by the empiricalyaisabf data collected, the following conclusions therefore
arrived at.

0] That ordinary least squares (OLS), Newey-west (MW White Heteroscedasticity (WH) are not
appropriate if heteroscedasticity is present ieaesh data.

(ii) That generalized least squares (GLS) or weightast lequares (WLS) is the most appropriate method
for estimation, in the presence of heteroscedastici

(iii) That cross-sectional data are usually heterosdedastature.

(iv) That the best model for proper fixing and reviewAoflit Fees in banking industry could only be
achieved with the use of GLS technique.
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