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Abstract

The classical Wilks' statistic is the most using for testing the hypotheses of equal mean vectors of several
multivariate normal populations for one-way MANOVA. It is extremely sensitive to the influence of outliers.
Therefore, the robust Wilks' statistic based on reweighted minimum covariance determinant (RMCD) estimator
with Hampel weighted function has been proposed. The distribution of the proposed statistic differs from the
classical one.

Mont Carlo simulations are used to evaluate the performance of the test statistic under the normal and
contaminated distribution for the data set. Moreover, the type | error rate and power of test have been considered
as statistical measures to comparison between the classical and the robust statistics.

The results show that, the robust Wilks' statistic based on RMCD is closely to the classical Wilks' statistic in
case of normal distribution for the data set while in case of contaminated distribution the method in question is
the best.

Keywords: One-Way Multivariate Analysis of Variance, Wilks' Statistic, Outliers, Robustness, Minimum
Covariance Determinant Estimator.

1 Introduction

One-way multivariate analysis of variance (MANOVA) deals with testing the hypothesis of equal mean
vectors of several multivariate normal groups. The classical Wilks' statistic is the most using for testing the
hypotheses in the one-way MANOVA. Under the classical assumptions that all groups arise from
multivariate normal distributions, many test statistics are extremely sensitive to the influence of outliers
(Beak and Cook (1983)). Thus, in order to reduce the influence of outliers, the robust statistics have been
proposed. In the one-group, the Hotelling's statistic is the standard tool for inference about the center of a
multivariate normal distribution, Willems et al. (2002) proposed the robust Hotelling's statistic based on the
minimum covariance determinant (MCD) estimator. Meral Candan and Serpil Aktas (2003) implemented
the robust Hotelling's statistic based on the minimum volume ellipsoid (MVE) estimator to test the
hypothesis about the location parameter of one group. In the two groups, Ameen (2007) suggested the
robust Hotelling's statistic based on the reweighted minimum covariance determinant (RMCD) estimator to
test a hypothesis about equal two mean vectors. Van Aelst and Willems (2011) proposed a robust Wilks'
statistic for test the hypotheses in the one-way MANOVA based on S and the MM-estimators.
The effect of outliers on the classical Wilks' statistic will be illustrated in the simulation study in Section 4.
Therefore we proposed robust estimators instead of the classical ones for computing Wilks' statistic. For
this purpose, the minimum covariance determinant (MCD) estimator that proposed by Rousseeuw in 1985
which is a highly robust estimators of location and scatter are used. Thus, the MCD estimator is
summarized in section 3. In order to increase the efficiency while retaining high robustness, one can apply
reweighted estimators for the MCD estimator. In section 2, we constructed the robust Wilks' statistic differs
from the classical one. Monte Carlo simulations are used to evaluate the performance of the proposed test
statistic under various distributions in terms of the simulated significance level, power of the test and
robustness. Section 4 describes the design of the simulation study and its results.
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2 The Robust Wilks' Statistic

To formalize the hypotheses in one-way multivariate analysis of variance (MANOVA), let us assumed that
there are many of independent random groups, say k groups, for every sample there are n, multivariate
normal observations y;;,i =1,2,,k,j=1,2,--,n; of p dimension with mean vector u; and equal
covariance matrix .. Then, the null and alternative hypotheses can be written as:

Hy: py=pp = =y
Hy: p; # uj for at laest one of i # j

There are many of statistics used for testing H,, one of the most widely used is Wilks' statistic A

which is defined as (Rencher (2002)):
_ Il
|E + H|

where H and E are the "between™ and "within" of p X p matrices, respectively, have formulas:

- (D)

K
H= Zni(yi- -G —-¥.)4
i=1

E=Zzl(yz'j_}_’i-) (Yij_yi')t

i=1 j=1

where

ny k N k
_ 1 _ 1
Yi-=n_iZYij ) Y--=EZZYU ) n=zni
j=1 i=1j=1 i=1
The null hypothesis H, is reject if A< Agyp .y, ,Where Ay, 0, i the exact critical values for Wilks'
table with level of significance a and degrees of freedom p, v, and v,.
The distribution of Wilks' statistic A considered by Anderson (1958) as a ratio of two Wishart distributions
but it is very complicated, so one of the good approximations of the Wilks' statistic is Bartlett approximation

given by (Rencher (2002)):

1
—(vE—E(p—vH+1))lnA ~ Xy - (2)

Under the classical assumptions that all samples arise from multivariate normal distribution, the classical
Wilks' statistic is extremely sensitive to the influence of outliers. In this paper, the robust Wilks' statistic to test
the null hypothesis in the one-way multivariate analysis of variance (MANOVA) has been proposed, defined as:

|Ey|
W= T - (3)
|Ew + Hy|

where H, and E,, are the weighted "between" and "within" matrices given by:

k
Ho = D> wi =% )G~ )"
i=1

k
EW:Z Wij(Yij_Wi-)(yi}'_Wi')t

i=1j=1
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where
n; 1 n;
w; _ZWU ’ Wi.: ZWUYU
j=1 j=1
and
kK N k
_ WijVij
Yw.. = Z W ) w = Z w;.
i=1j=1 i=1

The null hypothesis H, is rejected if A, < A where A is the exact critical values for

@,D.VE,VHy,

Wilks' table with level of significance « and degrees of freedom p,vg , and vy, where

a,D,VE\, VHy,

k k k ni
_ Wi _ Wi X W _ 2
T L T LT e T LM
i=1 i=1 Jj=1
Analogously to x? approximation of the classical statistic which is defined in (2), we can assume for A,
the following approximation:

1
- <vEW —E(p — vy, + 1))1nAW X Kpvg, (4

3 Robust estimators
To obtain a robust procedure for inference about the mean vectors in the one-way MANOVA, we construct a

robust version of the Wilks' statistic by replacing the classical estimator by the RMCD estimator.
The algorithm to calculate the MCD estimator that proposed by Rousseeuw and Van Driessen (1999) is:
(1) Repeat the following steps for m times:

(i) Drawasubsample J; = {iy,iy,,ip41} Ofsize p+ 1.

(i) Compute the mean vector and covariance matrix of this subsample as:

Ba=sg 2% Sh= s Y- m)i- )
€] €1
(iii) For all observations compute the Mahalanobis distances as:

=~ \ta- - .
MD; (y;) = \[(Yi -1;,) Stvi—m,) i=12-,n
(iv) Draw a new subset J, = {iy, i, -+, in} Of size h = ™21 of observations with the smallest
MD;, (yy).
(v) Compute the mean vector and covariance matrix of this subsample as:
R 1 ~ 1 . RN
Bo=p )% o+ Se= 0g ) 0wy
€]y €]
(vi) Repeat the two steps (iv) and (v) until @, = fi,, and 3, =3,
(2) Keep the subset J, which has the minimal determinant across all m replications, and the final MCD estimates
for location and scatter parameters are:
Byep = ﬁ]* , EMCD = 21*
In order to increase the efficiency while retaining high robustness, one can apply reweighted estimators for
the MCD estimator by using the following steps:
Using the obtained robust estimates fiy,cp and 3 cp for MCD, to calculate the initial robust distances as:
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o t oo - . ,
MD(Yij) = \/(Yij - llMCD) ZMch(Yij - ﬂMCD) JA=12,k, j=12, 1
1. Compute the weights w;; for each observation y;; by using the Hampel weighted function (1974) as:
1 ) MD(y;) < d,
wyj = -+ (5)
where

1 (MD(y;;)-do\? b
d=d, exp(—;(#) ) do=\p+%, by=2, by=125
2. Compute the weighted mean vector fi,, and weighted covariance matrix ¥, as:

n
o _ Zi=1 Wil & 1
2 _

n
- : - wi (Vi = P) (Vi = )’
v oW Lw Z:lzl w? — 1 Zl i i w)\Yi w
3. Repeat above steps until fi,, = fiycp and S = Syep-
By using the weights w;; (i = 1,2,--,k ,j = 1,2,---,n;) in(5), we can calculate the robust Wilks' statistic A,,
which is defined in (3).

4 Monte Carlo Simulation

A Monte Carlo simulation is the best way to evaluate the performance of the proposed statistic. The
assessment of the performance of any test statistics involves two measures which are significance level (the type
| error rate) and the power of test. Additionally, we will investigate the behavior of the robust statistic in the
presence of the outliers and will compare the results to the classical statistic.

To study the type | error and the power of test of the proposed robust test, let us consider number of groups
k = {2,3}, dimension of observation p = {2,4}, and sample sizes n;,i = 1,2,--, k. The sample sizes for three
and four groups are selected as shown in the table 1.

4.1 Significance level

To investigate the type | error rates @ of the proposed robust test under the null hypothesis Hy:py =
U, = - =, =0, i.e. each location vector u; = (0,0,---,0)*and the covariance matrix Y. = (1 — p)I + pJ,
with correlation coefficients p = {0,0.25, 0.5,0.75,0.9}.
Thus, we calculated the classical Wilks' statistic A and the robust Wilks' statistic based on RMCD estimator.
The classical Wilks' statistic is compared to the Bartlett approximation given by equation (2) while the Wilks'
statistic based on RMCD is compared to the approximate distribution given in equation (4). This is repeated
R = 1000 times and then calculate the percentages of values @ = L(T)/R (where L(T) is the number of
times of rejected the test statistic when the hypothesis is true) of the test statistics above. The appropriate critical
value of the corresponding approximate distribution are taken as an estimate of the true significance level «. The
true significance level a = 0.05 with the number of replications R = 1000, and from the standard error
formula of Saltier and Fawcett « + 2,/a(1 —a)/R vyields the standard deviation interval around the nominal
level as (0.036, 0.064).
The figures (1) and (2) show the results for three and four groups. It is clearly seen that the type | error rates @
of robust Wilks' statistic is closely to the classical Wilks' statistic, i.e. the difference between the type | error rates
a is very small for all investigated combinations of number of groups k, dimension of observation p, and
sample sizes.
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The type | error rates for classic and robust Wilks' statistics remain constant after the change of correlation
coefficient between the variables.

4.2 Power of test

In order to evaluate the power of the test 7 of our statistics we will generate data (observations)
yij ~ Np(u;, Y) under an alternative hypothesis H, : p; # p; for at laest oneof i # j . The same
combinations of dimensions p, number of groups k, sample sizes n;, i =1,2,-,k and correlation
coefficients p as in the experiments for studying the significance level will be used but each group has a
different mean p; = (Wi1, Hiz, -+ Hip)®. The means of dimensions p = {2,4} for the groups i =1,2,3,4 are
selected as shown in the table 2.
Again, the classical statistic and the robust statistic are calculated. This is repeated R = 1000 times and then
calculate the power of test # = K(T)/R (where K(T) is the number of times of rejected the test statistic
when the hypothesis is false) of the test statistics above.
The results for three and four groups are shown in figures (3) and (4). It is clearly seen that the power of test
t of the robust Wilks' statistic and the classical Wilks' statistic are closely for all investigated combinations of
number of groups k, dimension of observation p, and group sizes.

4.3 Robustness Comparisons

Now we will investigate the robustness of the one-way MANOVA hypothesis test based on the proposed
robust of the Wilks' statistic. For this purpose we will generate data sets under the null hypothesis Hy: u, =
n, = - =y, and will contaminate them by adding outliers. More precisely the data will be generated from the
following contamination model:

yij~ (1= €N, (0, %) + & Ny, (11;,0.1%)

where w; = (5+p, 5+p, -, 5+p)t, X =1 —p)l+p/ and € =0.1
The same combinations of dimensions p, numbers of groups k, sample sizes n;, i =1,2,---,k and
correlation coefficients p as in the experiments for studying the significance level will be used.
The results of the type | error rates @ and the power of test 7 of our statistics for three and four groups are
shown in figures (5) - (8). In figures (5) and (6) the type I error rates for the classical Wilks' statistic lie outside
of the standard deviation interval (0.036, 0.064). Hence, the classical Wilks' statistic is very bad compared to the
robust Wilks' statistic for all the different combinations of number of groups k, dimension of observation p, and
sample sizes.
The figures (7) and (8) show the results of the power of test 7 of the robust Wilks' statistic and the classical
Wilks' statistic. It is clearly seen that the robust Wilks' statistic is the best compared to the classical Wilks'
statistic for all investigated combinations of number of groups k, dimension of observation p, and sample sizes.

5 Conclusions

In the present study, the significance level and the power of test were compared with the classical and the robust
Wilks' statistic based on RMCD estimator. Various different situations were investigated by changing the
dimension, the group sizes, the number of groups, and the correlation coefficient. The results show that, the
robust Wilks' statistic based on RMCD estimator is closely to the classical Wilks' statistic in case of normal
distribution for the data set, while in case of contaminated distribution the method in question is robust and
efficient comparison with the classical Wilks' statistic which is very bad.
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Table 1: Selected group sizes for the simulation study

Three groups Four groups

(ny,nz,M3) (ny,n2,M3,14)
(10,10,10) | (10,10,10,10)
(10,20,20) | (10,20,20,30)
(30,30,30) (30,30,30,30)

Table 2: Selected means of groups for the simulation study

The means of groups The means of groups
of two dimension of four dimension
B = (i, pi2)* B = (Hiy, iz, iz Bia)"
py = (0,0)° p = (0,0,0,0)°
u, = (0.5,0)* u, = (0.5,0,—0.1,0)*
s = (0,0)° us = (0,0,0,0)
u, = (0.25,-0.5)¢ | m, =(0.25,-0.5,0,0.1)¢
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Figure (1)

Correlation Coefficient

The type | error plots for the classical and robust Wilks' statistics when the data are followed multivariate normal

distribution with k = 3, the left side is for p = 2, and the right side is for p = 4, with three cases of sample

sizes where the top part is for n; = 10,n, = 10,n3; = 10, the middle part is for n, = 10,n, = 20,n; = 20, and

the bottom part is for n; = 30,n, = 30,n; = 30.
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Figure (2)

Correlation Coefficient

The type | error plots for the classical and robust Wilks' statistics when the data are followed multivariate normal

distribution with k = 4, the left side is for p = 2, and the right side is for p = 4, with three cases of sample

sizes where the top part is for n, = 10,n, = 10,n; = 10,n, = 10, the middle part is for n, = 10,n, =

20,n; = 20,n, = 30, and the bottom part is for n; = 30,n, = 30,n; = 30,n, = 30.
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Figure (3)
The power of test plots for the classical and robust Wilks' statistics for the data from multivariate normal
distribution with k = 3, the left side for p = 2, and the right side is for p = 4, with three cases of sample sizes,
the top part n, = 10,n, = 10,n; = 10, the middle part n, = 10,n, = 20,n; = 20, and the bottom part
n,; = 30,n, = 30,n; = 30.
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of test plots for the classical and robust Wilks' statistic for the data from multivariate normal
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distribution with k = 4, the left side for p = 2, and the right side is for p = 4, with three cases of sample sizes,

the top part n, = 10,n, = 10,n; = 10, the middle part n, = 10,n, = 20,n; = 20, and the bottom part

ny = 30, n, = 30,113 = 30.
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The type | error plots for the classical and robust Wilks' statistic for the data from multivariate contaminated

distribution with k = 3, the left side for p = 2, and the right side is for p = 4, with three cases of sample sizes,
the top part n, = 10,n, = 10,n; = 10, the middle part n, = 10,n, = 20,n; = 20, and the bottom part
ny = 30, n, = 30,113 = 30.
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Figure (6)
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The type | error plots for the classical and robust Wilks' statistics for the data from multivariate contaminated

distribution with k = 4, the left side for p = 2, and the right side is for p = 4, with three cases of sample sizes,

the top part n; = 10,n, = 10,n; = 10,n, = 10, the middle part n, = 10,n, = 20,n; = 20,n, = 30, and the

bottom part n, = 30,n, = 30,n; = 30,n, = 30.
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Figure (7)
The power of test plots for the classical and robust Wilks' statistics for the data from multivariate contaminated
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distribution with k = 3, the left side for p = 2, and the right side is for p = 4, with three cases of sample sizes,
the top part n, = 10,n, = 10,n; = 10, the middle part n, = 10,n, = 20,n; = 20, and the bottom part
ny = 30, n, = 30,113 = 30.
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Figure (8)
The power of test plots for the classical and robust Wilks' statistics for the data from multivariate contaminated
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distribution with k = 4, the left side for p = 2, and the right side is for p = 4, with three cases of sample sizes,

the top part n; = 10,n, = 10,n; = 10,n,

30,n,

10, the middle part n, = 10,n, = 20,n; = 20,n, = 30, and the
30.

bottom part n, = 30,n, = 30,n,4
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