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Abstract 

In this paper implementation of the extended Dantzig - Wolfe method to solve a general quadratic programming 

problem is presented ,that is, obtaining a local minimum of a quadratic function subject to inequality constraints. The 

method terminates successfully at a KT point in a finite number of steps.  No extra effort is needed when the function 

is non-convex. 

The method solve convex quadratic programming problems.  It is a simplex like procedure to the Dantzig - Wolfe 

method[1].   So, it is, the same as the Dantzig – Wolfe method when the Hessian matrix of the quadratic function is 

positive definite[7]. 

The obvious difference between our method and the Dnatzig – Wolfe method is in the possibility of decreasing the 

complement of the new variable that has just become non-basic. 

  In the practical implementation of the method we inherit the computational features of the active set methods using 

the matrices H, U and T, and in particular the stable features [5]. The features (i.e, the stable features) are achieved 

by using orthogonal factorizations of the matrix of active constraints when the tableau is complementary. 

 

0.   Introduction: 

In our work we give full description to an algorithm applying the extended Dantzig-wolfe  method as a model of the 

quadratic programming problems. [16].In section (1), general description of the algorithm of  the Extended Dantzig-

Wolfe method is given.  In section (2) , we describe the steps to be followed when the current tableau is 

complementary.  This is followed by  describing the moves to be carried when the current tableau is non-

complentary.  Section (3) is summed up by outlining the main steps of the algorithms in a compact form that helps in 

writing a computer code to apply the method. 
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Section (4), describes the practical features of applying the algorithm.  In that section we aim at producing an 

efficient code and is done by making use of the informations carried over from previous steps, the matrices H, T and 

U such  updating factors of matrices (A = QR) rather than refactorizing them.  Also we will try there not to carry out 

unnecessary calculations. 

In section (5) we show how to update the QR-factors of 
)(

1

KA  when the tableau is complementary.  We update the 

factors 
TKKK LDL )()()(

  of  
)(K

AG   at each iteration when the tableau is complementary.  

As our method is a feasible-point method, in section (6), we show how to obtain an initial feasible point.  The 

literature is full of methods for obtaining initial feasible points, but we prefer to follow the same steps as in [16]. 

1. General Description of the Algorithm of the Extended Dantzig-Wolfe Method:- 

The description is given in two parts.  The first part is to describe the steps to be carried out after a complementary 

tableau.  The second part shows the moves to be followed when we are at a non-complementary tableau.  In each part 

we show how the basic variables are updated and how decisions are made regarding the next move.  The theoretical 

tools upon which the justification of the algorithm relies, were provided in chapter three. 

Suppose at the kth iteration the tableau is complementary.  Thus the basis matrix will have the form: 
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At this stage the basic variables  
)()(

,
KK

x λ  and   η∉Pv K

p ,)(
,  are known.  (Note: these values of the basic 

variables were carried over from the previous iteration, but not recalculated).  The next step is to find the index   

which satisfies the minimality. 
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If   0)( ≥K

qλ , then the algorithm terminates at 
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x  which is a KT-point.  If not, then the system: 
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is solved to obtain  
)()( , KK dxd λ  and 

)(K

vd , the next step is to select the index P1 which solves: 

)(

)(

min
K

p

K

p

p dv

v

η∉
                                       (1. 3) 

                    0)( >k

pdv  

 

If   0)( <K

qdλ   and   
)(

1

)(

1

)(

)(

K
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K

q
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d
≤

λ

λ
         (1. 4) 

Then the next tableau is complementary with the following basic matrix: 
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Where 
)1(

1

+kA   is resulting by removing qa    from  
)(

1

kA  and  
)1(

2

+kA  results from adding qa   to 
)(

2

kA . Thus the 

index set η  is updated by removing q. 

The basic variables are now updated to 
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                                                                         (1. 5) 
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( )}{)1()()()1( qUPvdvvv K

q
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K

P

K

P η∉−= ++
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If (1.4) is not satisfied, then a non complementary tableau is obtained.  The resulting basis matrix takes the form: 





















−

−

−

−

=

+

+

IA

a

eA

AG

M

T

T

K

TTT

P

q

K

K

K

B

00

000

00

00

)1(

2

)(

1

)(

1

)1(

1

                  

Where 
)1(

2

+KA  is resulting by removing 1Pa  from 
)(

2

KA .  The index  set   is thus updated by removing  q and 

adding Pi .   The new values of the basic variables are given by: 
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vdxx ++ −=                                     (1. 10) 
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1 vd ++ −= λλλ                                    (1. 11) 

{ }( )qUPvdvv K

q

K

vP

K

P

K

P η∉−= ++ )1()()()1(
                        (1. 12) 

2 . The Move From  Non-Complementary Tableau:- 

Suppose at the kth iteration the tableau was complementary, and the  condition 0)( <K

qλ  is fulfilled. Let the 

iterations after the kth is r  add  P1, P2, …… , Pr  respectively to η  before restoring complementarity.  Then , the  

current basic matrix 
)( rK

BM +
  is given by the formula: 
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Where   [ ]11 ,..., ppr aaW −= .   

Note 2.1. There is a slight modification from the representation of  
)( rK

BM +
 In sections (4), (5) and (6) which is just 

a permutation of that one. At this stage 
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,  are known.  

The first step is to solve the system 
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for the basic variables 
)()()(
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rK

W
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x
ddd
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λ  and  { }qUPd rK

vP η∉+ ,)(
.  Before moving to the next step we 

define  σ  as follows: 
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The next move will be to obtain Pr+1  which solves 
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Then the next tableau is complementary and given by the form: 
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Here A1, results from 
)(
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KA   by removing qa ,
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++rKA  results from adding  qa to 
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rKA +
.  The new basic 

variables are updated and given by the following equations: 
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  On the other hand, if (2.3) is not satisfied, then the resulting tableau is still non-complementary with 
)1( ++rK

BM  

having the form: 
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1+rpa and  [ ]WaW
rP

:\ = .  The basic variables are 
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 Where ,the index set is then updated by adding  Pr+1  

In the following we give the detailed outlines of the algorithm. It combines the steps described in the previous 

sections in one whole unit.  It references to the numbers of some of the conditions and equations appeared in (1. 1) 

and (1.2). the algorithm assumes the availability of an initial basic feasible point.  The steps are: 

1)   Given 
)1(

2

)1(

1

)1(
,, vx λ   and   η ,  set  K = 1 

2)   Apply by (1.1) and (1.2) and solve the output for q .  

3)  If  0)( ≥K

qλ    terminate with 
)(* K

xx =   otherwise apply by (1.3) and (1.2) and solve the output for P1. 

4)   If (1.4) is satisfied remove q from  η ;  update the basic variables using (1.5) to (1.8); set K = K + 1and go to 2) 

 otherwise remove q from η ; update the  basic variables using (1.9) to (1. 12);   

5)    Let r=1 ,  kk  =k ,  KK + r  and add Pr to  η . 
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6)   Apply by (2.2) , (2.1) and solve the output  for Pr+1 .  

7) If (2.3) is satisfied, update the basic variables using (2.4) to (2.7)  set  K = K+1  and go to  2), otherwise update the 

basic variables using (2.8) to (2.12). 

8) Let r = r + 1 and go to 5). (See[8]). 

3.  Practical Application Of The Algorithm:- 

The algorithm presented in the previous section represents a general outline of a method rather than an exact 

definition of a computer implementation. In this section we discuss the computational work performed by the 

algorithm, and try to achieve efficiency and stability as possible as we can.  In doing so we follow, with slight 

modifications, the work of Gill and Murray which has been applied to active set methods since midseventies until 

now (see [4,5,6]).  The slight modifications are made to cope with the new forms of the matrices used in our method 

when G is indefinite. In the case when G is positive (semi definite) our method (which is in this case the Dantzig-

Wolfe method) and the active set methods are considered to be equivalent, is pointed out. In[12] The auther  gave a 

detailed description of that equivalence. He also remensioned this equivalence in [2]. 

The major computational work of the algorithm is in the solution of (1.2) and (2.1).  We do not solve them directly; 

instead, we make use of the special structure of the matrices involved.  We use the matrices H, T and U defined in 

(3.7).   Thus, accordingly the solution of (1.2.) is given  by: 
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x
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And there for we get :  
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Hence H, U,and T  define the inverse of the upper left partition of the basis matrix when the tableau is 

complementary.  This calls for making them available at every complementary tableau.  In other words they are to be 

updated from a complementary tableau to another. 

( )
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−=

−=

=
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−

−

1

1

1

(3.7) 

Refering to (3.7), H, T and U are given by: 

          ( ) TT KKKK ZGZZZH )(
1

)()()(
−
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          ( ) )()(
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)()()()( KKKKKK GSZGZZZST
TT −
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−

 

Where  
)(KS   and  

)(KZ   satisfy 

              IAS KK T

=)(

1

)(
                                      (3.8) and 

               0)(

1

)( =KK AZ
T

                                     (3.9) 

The choice of  
)(KS  and 

)(KZ  to satisfy (3.8) and (3.9) respectively is generally open.  Here we take the choice 

given in : 

21 , QZRQS T == −
                                         (3.10) 

( ) )G(KGZZK T ≤                                 (3.11) 

which is, according to (3.10) and (3.110 is advantageous as far as stability is concerned. 

For the sake of making this section self contained we show how 
)(KS   and 

)(KZ  are obtained in away suitable to 

this section. 

       Let : 
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            
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KK R
AQ                            (3.12) 

represent the QR factorization of  
)(

1

KA , where  
)(

1

KA is  KLn× .   Thus 
)(KQ  is  nn×  and  

)(KR  is an 

KK LL ×   upper triangular matrix partition 
)(KQ   into 
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Q
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where 
)(

1

KQ   is nLK ×   and  
)(

2

KQ  is ( ) nLn K ×− .  Thus,   from (3.11) we have 

               
)()(

1

)(

1

KKK RAQ =                              (3.13) and 

            0)(

1

)(

2 =KK AQ                                     (3.14) 

so from (3.13) and (3.14) we define 
)(KS   and 

)(KZ   by: 

TT KKK RQS )()(

1

)( =                                           (3.15) 

and    
T)k(

2

)K( QI
~

Z =                                (3.16) 

Where  I
~

 is the identity matrix whose columns are reversed.  (This choice is meant for simplifying the work) . 

(1.3.3). 

Thus we conclude by saying that the computation is focussed on using the QR -  factorization of  
)(

1

KA , (when the 

kth iteration is complementary).  So updating these factors is required at each iteration when the tableau is 

complementary.  This to be shown in [9]. 

4.  Updating The QR-Factors Of 
)(

1

KA :- 

    In this section we show how to update the QR-factors of 
)(

1

KA , when the tableau is complementary.  Following 

the stream of our discussions, two cases are to be considered separately.  The case when the (K+1)th iteration results 

in a complementary tableau, and the case when complementarity is restored at the (K+r+1)th  iteration after r 

successive non-complementary tableaux. 
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In the first case the factors of 
)(

1

KA  are updated to give those of   
)1(

1

+KA , and this is the case when a column,  qa  

say, is deleted from 
)(

1

KA .  In the second case the factors of  
)(

1

KA  are used to give those of  
)1(

1

++rKA ,  and this is 

the case when one column,  qa  say, is deleted from 
)(

1

KA  and then r other columns are added to  
)(

1

KA .  We follow 

the same steps carried in [5] with the appropriate modification in the second case. 

In the first case, let  
)1(

1

+KA  be the  ( )1−× KLn   matrix obtained by deleting the qth column,  qa ,  from 
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KA .  

Suppose the QR-factorization of  
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)(KR  have the form 

















=

22

1211

)(

00

0

R

RR

R
TTK βγ

α
 , 

where  11R  is )1()1( −×− qq  upper triangular,  12R  is ( ) 22,)1( RqLq K −×−  is ( ) ( )qLqL KK −×−  

upper triangular,  α  is  a  ( )Lq −  - vector,  β  is an  ( )qLK −  vector and γ  is a scalar. 
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1 , ++ = KKKKK AQAAA  will have the form: 

















22

1211

0

0

R

RR

TT β  

 

Now,  let 
\

1Q   be the product of the plane rotations which gives: 

 , 









=








T

T
R

R
Q

0

\

22

\

1

β
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where R' is  ( ) ( )qLqL KK −×−  upper triangular.  In this case   
\

1Q   is  an ( ) ( )11 +−×+− qLqL KK  

orthogonal matrix 

Thus if 

K

K

Ln

qL

Lq

I

Q

I

Q

−

+−

−

















= 1

00

00

00
\

1

\
 

Which is orthogonal, then 

1

1

00

0'
'

1211
)1(

1

)(

+−

−

−
















=+

K

K

KK

Ln

qL

q

R

RR

AQQ  

So we obtain  
)('\)1( KK QQQ =+
 and  









=+

'

1211)1(

0 R

RR
R K

                                 (4.1) 

Thus, only the rows from the qth to the  KL th of 
)K(Q  are altered in obtaining 

)1( +KQ , so if  
)1( +KQ  is 

partitioned into 

 

1

1

)1(

2

)1(

1)1(

+

−

+

+
+

−







=

K

K

K

K

K

Ln

L

Q

Q
Q            (4.2) 

then  
)1(

2

+KQ , in particular, takes the form   









=+

)(

1

)1(

2 K

T

K

Q

q
Q                                     

Note also that the first  q-1 rows of 
)(

1

KQ  are not changed.  This  fact might be helpful as far as efficiency is 

concerned if we want to think of an other alternative of choosing q in (1.1),   such an alternative is  

 { }Ki Liiq ≤≤<== 1,0max λ                            
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So that increase the number of rows of 
)(

1

KQ  and 
)(KR  which are unaltered in iteration (K+1),  which in turns 

reduces the effort, especially when KL  is relatively large. 

We now consider the second case when complementarity is restored at the (K+r+1)th  iteration.  Let 

[ ]1,..,
'

ppr aaW −−= .  Let  
)1(

1

+KA  be obtained from 
)(

1

KA   by removing qa  .  Thus  

 

[ ]')1()1( :WAA KrK +++ =                              (4.3) 

 

Premultiplying both sides of (4.3) by 
)1( +KQ  (defined in (4.1) we get 

1

1

'

2

'

1

)1(

)1()1(

0 +

−
+

+++

−







=

K

K
K

rKK

Ln

L

W

WR
AQ               

where  
')1(

1

'

1 WQW K+=  

and    
')1(

2

'

2 WQW K +=  

and  
)1( +KR  is defined in (4.1) 

let 









=

0

'

2'

2

''

2

R
WQ                                     

Define the QR-factorization of 
'

2W .  Here 
''

2Q  is  ( )1+− KLh   ( )1+−× KLn  and orthogonal, and 
'

2R   is rr ×  

upper triangular. 

If 

1

1

0

01
''

2

\\

+−

−








=

K

K

Ln

L

Q
Q  

Then   
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1

1

00

0 '

2

'

1

)1(

)1()1(''

−−−

−

















=

+

+++

rLn

r

L

R

WR

AQQ

K

K

K

rKK
                     

 

Thus we obtain the QR-factorization of  
)1( ++rKA   with 

 

)(''')1('')1( KKrK QQQQQQ == +++
                            

and 









=

+
++

'

2

'

1

)1(

)1(

0 R

WR
R

K

rK
                                        

5.   Updating The LDL
T
-Factors Of 

)(K

AG :- 

The factors 
T

KKK LDL )()()(
  of  

)(K

AG   are updated at each iteration when the tableau is complementary.  Near the 

end of this subsection we show that  
)1(

AG  is always positive definite (on the assumption that 
)(K

AG  is positive semi-

definite).   Updating these factors is very stable when 
)(K

AG  is positive definite as we shall see.   This fact is counted 

as one of the good numerical features of the method.  We consider the case when the (K+1)th  iteration results in a 

complementary tableau.  Unfortunately, in the other case when complementarity is restored at the (K+r+1) iteration, 

we are unable till now to explore a way of using the factors of 
)(K

AG  in obtaining those of 
)1( ++rK

AG .  However   

rLn K −− ,  the dimension of   
)1( ++rK

AG ,  decreases with r, in which case the effort of refactorizing 
)1( ++rK

AG   

might not be so much, especially when  KLn −  is itself small.   This calls for choosing the starting L1 so that 

1Ln −  is small.   In the case when the number of constraints is greater than n, L1 is chosen to be equal to n; that is 

the initial guess 
)1(

x   is a vertex.  With this choice 0)1( =AG ,  and in the second iteration we might expect a 

constraint to be deleted from the active set (which is the case when the second iteration is complementary).  

Otherwise the third iteration will definitely restore complementarity at another vertex leaving 0)3( =AG .   In the 

former case the dimension of  
)2(

AG  is 1.   In general the dimension of  
)(K

AG  keeps  on increasing when constraints 
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are deleted, and updating the factors is straight forward as will be shown.  On the other hand the dimension of 
)(K

AG  

keeps on decreasing when constraints are added to the active set, and in this case we are faced with refactorizing the 

factors. 

We return to the case when the (K+1)th iteration is complementary .  In this case, as   (4.3) shows we get : 









=+

)(

2

)1(

2 K

T

K

Q

q
G  

and using (3.16) we have  

    [ ]qZGIZ KKK
T

)()1(

2

)1( ~
== ++

                                 

the matrix  
)1( +K

AG  is given by: 












== +++

GqqGZq

qGZG
GZZG

TKT

TKK

AKKK

A

T

)(

)()(

)1()1()1(
             

It can be shown that when a symmetric matrix is augmented by a single row and a column, the lower-triangular 

factor is augmented by a single row.   Define: 












=








=

+−

++

1

)(

)1(

)(

)1(

0

0
,

11

0

KLn

T

K

K

T

K

K

d

D
D

L
L        

If we substitute (4.1) and (4.2) into the identity 

TKKKK

A LDLG )1()1()1()1( ++++ = , 

we obtain  L  and  1+− KLnd  as the solution of the equations 

qGZDL
TKKK )()()( 1 =                                              

and   

LDLqGqd KTT

Ln K

)(

1 −=+−                                

The numerical stability of this scheme is based on the fact that, if 
)1( +K

AG  is positive definite, the element 1+− KLnd  

must be positive.  In this event (4.5) ensures that arbitrary growth in magnitude can not occur in the elements of  L . 
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Before ending this subsection we show that when the kth iteration and the (K+1)th iteration are complementary then 

)1( +K

AG  must  be positive definite.   

Let the tableau be complementary at the kth iteration.  Let 
)(

1

KA  be the matrix whose columns correspond to the 

active constraints, and 0)( <K

qλ .  The increase of  qv   changes f according to 

               
2)( 5.0 qqqqq

K vuvff −+= λ                        (5.1) 

                     ( )q

T

qqq eUeu =  

                    qqq

K

qq vu−= )(λλ                               

and  x   changes according to  

 

                    qq

K
veTxx += )(

                                (5.2) 

 

For the next tableau (i.e. the (K+1)th) to be complementary qqu  must be negative, and the new value 

  









≡+

qq

K

qK

q
u

v

)(

)1(
λ

 of   qv   must not violate feasibility.  

Thus, using (5.1),  we have 

0
2

2

>−= qq

q

u
dv

fd
 

which reflects the fact that f possesses a positive curvature along the direction qeT . 

Now let  
)1(

1

+KA  be obtained from  
)(

1

KA  by removing  qa  and let  
)1( +KZ  be defined so that  0)1()1( =++ KK AZ

T

. 

Premultiply both sides of (5.2) by 
TKA )1( +

 to get 

0)1( =+
q

K eTA
T
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showing that qeT  lies in the space spanned by the columns of  
)1( +KZ  , so 

                 hZeT K

q

)1( +=                                (5.3) 

for some  ( )1+− KLn  - vector h .  Since along qeT  at  
)1( +K

qv , 0=
qdv

df
 and 0

2

2

>
qdv

fd
,  then f is minimum 

along  qeT  at 
)1( +K

x  , where 

 
)1()()1( ++ += K

qq

KK
veTxx                                    

We therefore conclude, in the active set methods sense, that the direction  
)1()1( ++ = K

qq

K veTδ   solves the equality 

problem. 

minimize     ( )gxGG
KTT ++ )(

5.0 δδδ  

subject to     0)1( =+ δ
T

KA                               (5.12) 

using (5.3) 
)1()1()1()1( )1( ++++ ==

+ K

A

K

q

KK ZvhZ
K

δδ  thus 
)1( +Kaδ  solves the problem 

minimize   ( ) ( )gxGGZZ
KT

AA

KKT

A

T

++++ )()1()1(5.0 δδδ , 

from which we conclude that 
)1()1()1( +++ = KKK

A GZZG
T

 is positive definite. 

6.  Finding an Initial Feasible Point:- 

In this section we  are not going to describe a fully detailed method of obtaining an initial feasible point, since linear 

programming literature is full of such techniques. 

The method of finding a feasible point has been resolved in linear programming by a technique known as phase 1 

simplex (See[11]).  The basis of the technique is to define an artificial objective function, namely: 

( )∑
∈

−−=
)(

)(
~

xvj

j

T

j bxaxF  , 

where  )(xv   is the set of indices of  constraints which are violated at the point x ,  and to minimize this function 

with respect to x ,  subject to the constraints   0≥− j

T

j bxa ,  )(xvj∉  . The function )(
~

xF   is linear and is 
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known as the sum of infeasibilities.   If  a feasible point exists the solution 
*

x  of the  artificial problem is such that 

0)(
~ * =xF . 

In the case when m exceeds n, a non-feasible vertex is available as an initial feasible point to phase 1 and the simplex 

method is applied to minimize )(
~

xF .   This process will ultimately lead to a feasible vertex.  Direct application of 

this method to finding a feasible point in the case when m is less than n is not feasible since, although a feasible point 

may exist a feasible vertex will not.   Under these circumstances artificial vertices can be defined  by adding simple 

bounds to the variables, but this could lead to either a poor initial point, since some of these artificial constraints 

must be active, or exclusion of the feasible region.  

A way out of this dilemma is described in [4,5].  In [2] the number of methods including the above one have been 

described. 

Gill and Murray in[3,4,5] are advantageous in that it makes available the QR-factorization of the initial matrix of 

active constraints which is then directly used in our algorithm.  
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