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Abstract

The fast growing technology has left a grempact on the human life. Many traditionsstems
are either replaced or running in parallel with ithelectronic counterpartAs for example: - the
traditional postal system is now nearly replaced rogbile phones and emails. The electronic system is
providing more functionalities than their traditionalcounterparts.Due to social media, peoples may
communicatewith each other, share their thoughtsdmoments of life in form of texts, images or vide@s
the other hand, to enhance technologies kamdvledge many research activities are propelled dath
from differert sources aregatheredin large volumefor further analysis. In short today’s world is
surounded with large volume of data in diffeteform. This put arequiremeh for effective managemein
of these billions oterabytesof electronic data generallgalled BIG DATA. The effectivemanagemein
mustbe based on proven mathematicahcepts sadhatchance of casualties may beduced.

This paper presents mathematical appraisal fevolution of distribution of file data andexplains
some basic solution of primitive problems basedprobability theory.

Keywords: BIG DATA, Distributed Syste mDFS, CommodityHardware, Hadoop, Hadoop Fil&ystem,
HDF.

1. INTRODUCTION

We are living in the electronic world. Thelectronicworld lives with one single motto: every task, if
possible, will be achieved using soraeitomatedtool. Due this course many useful tools like facebook,
stock exchange software, scientific research saféwedc.aredeveloped. These tools in turns generate a large
volume of data. As for example The Newrk Stock Exchange generates about ¢@eabyteof new trade
data per day. The generateldta either may betructured(easy to process) aunstru¢ured. Some
systems also produce a largenourt of binary data like facebook hosts around gpetalyte of images.
This large volume of data is addressed by a corzaed BigData.

1.1 Problems with Big Data

In computerworld it is said that problems either move around time or space. Big Data is no
excetion. As the technologies evolve, the storage ceparf hard disk andransferrate increases a lot.
But therate, at which the data is growing, creates tsmeall problems:

* How to store this Big growing data (spapeodem)?

« How to process and analyze Big Data in significaliw amourt of time (time problem)?

1.2 Sudied Solutions

1.2.1Adding hard diskn serial
The obvious solution to the storage is to introdumoee hard disk with biggecapacity. This will solve the
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storage problem but introduces twmore proems.
I.  The more hard disk wmtroduce,the more we increase the rate of failure or dasd.lo

Mathematical Analysis

Let us suppose a system of n hard digkth probability of failure p1, p2,p3 - -t . The eventofa
failure of a hard disk isndependert of others. So, the chance of failure of hard disRs, is as mentioned
below:

fs = P1% B XP3X 0 X By (1)
Since,

0= p 21 (2]
So,

P2 g (3]

Here the probabilityof failing hard disk is decreased. But the systefhHard disk) will fail if any one
of the hard disk fails. So, the probability thhé system gets fail is

Proy = MAX(py.pr.p3. . Bq) (4]

WhereP;ss indicates thegrobability of failure of the system when disks asgrangedn series. Hence
the probability of a system failure is

Ppge =0, i=12.3,.,0 (5)

If we increase the number of hard disks in a systewrall probability of the system failure alsacreases.

II. The bigger is the capacity of the hard diske bigger it takes time to retrieve the data froine
disk.

Mathematical Analysis

Suppose maximum seek timei®P hard disk isSj and probability thatdata will be available in
ith disk ispai.
So, total timeTg to seek data in n-system serfarddisk is

Ty = (pgy % 51)+ 0 — pay) xpgy x5+ L —pgy) x (L —pgy) .
X I:l - pau—ljsu—l [E':l

Thus overall seek time increasedod So, it seemghat adding more hard disk is pmactical.

Even though mathematicahalysis sayshat addingmore hard disk degrades the overall performance
of the system, it indicates one ray hafpe.

The total probabilityof hard disk failurefrom equation (1)is less than the individual one [see
equdion- (3)]. So, adding more hard disk gives goodvseThe total failure rate of hard disk gets
decreases.

1.2.1Adding hard diskn parallel
Somehow we can takadvantageof above result [eqn-3]. If the hard disk is addedparallel way
then failure of one hard disk will not affect the ovéralystem. Inthat case probability of system

failure will not depend on individual failure ofghhard disk. The system will fail if and only if all
the hard disks fail and theprobability of failure of the systenbecome:

Prop = P1 Xy M pg ¥ M Py (7]

Where P, is the probability of system failure when the hadibks are added in parallel. If
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comparing equatiorf4) and equatior(7) we canconcludethat the overall chance of system failuget
decreases when the disks are addeplarallel.

Adding hard disks in parallel certainlincreases the performance in terms of disk faihuthelp us
at time factor. To address this problem we neeghtlyze how a file is searched in oharddisk.

The file is stored as follows:

The actuakortert of the file is stored in dathlock and some basic informatiaralled metdatais stored
in inode and directory. So, whenever a search isleniastead of searching ogata block, metadata is
searched first

We can remove metadata part from each hdigk and store in one hard disk which is dedicated for
metalata storage only. In thisituationwe need toseart only one hard disk foobtainingthe data.
So theseek time becomes asentionedbelow

Ty =pa1 %3 (8]
Hence effectively the seek time gets reduamirpare equation (6)Xo equation (8)].
2. General Architecture

From the above discussion a tree basechitecturecan be proposed [see figure:1]. The root of the tre
keeps the metadata and other nodes keep the acttal This architecturereduces the seek time and
also have a major impact on system failure. Nosv $lgstem is failed only if all the children gfiled.

2.2 Pros and Cons

e The root keeps all the metata.

» Since the size of metadata is small enough, biggtois not required at root level.

e Data searching should be faster. A faster alganmitis required to store data at root
node.

e The processing power of root must be higedata can be required by many users
simultaneously

e If the root node gets fail, all the datalisst.

» Since the child node only require to statatathe storage capacity must bigh.

e The child is not only involved in storingndtransferringthe data.

* The block size of child hard disk must b@rge enough sahat storing and retrieving
of data donot require higher amountf block to traverse.This makes theraversal
time smaller.

| root hdd |

I child hdd-1 I I child hdd-2 I ¢ o o I child hdd-n I

Figure 1: Hierarchical Structure of Hard disk
3. Concept of Distributed File System

The mathematicahnalysis suggests us to adaatvery cleararchitecturewhere data is not
stored ontothe single hard disk. The data is stored spreadover a range of hard disk possibly
connected througlthe network. Thisarchitecturesolves most ofthe problems related to the data
storage and also putraquiremeh of a system which will manage trs&torage.
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Definition 1: The file system which manages tis®rage of files across a network of
machine iscalled DistributedFile System DFS).

The DFS performs the followintasks:

 Deciding on which node data will bstored.

* Whatto do when the data storage gitited?

» How to recover data if the concerned nadashes?
» How to store metadatafor fasetrieval?

4. Conceptof Hadoop

This section coverarchitecturalcomponents of Hadoop. Hadoop makes usenafter/slaverditecture
for both distributedstorage and distributecomputation The distributedstorage system is called as Hadoop
Distributed File System (HDFS) andlistributed computatiors donewith MapReduce So, Hadoop has
two major conponerns.

» Hadoop Distributedrile System (HDFS)%torage).
* MapReduce(Processing)
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Figure 2: Hadoop File System Architecture

4.1 Hadoop FileSystems

Hadoop is a file system designed for storing viamge amourt files with streamingdata accesgattern,
running on clusters of commodity hardwardDFS hastwo componets

1. NameNode

It is master of the system whiclmaintains andmanages blocks which arpresem on the
DataNodes in the system. It keeps track of hgour files are broken downinto file blocks, whit
nodes store those blocks, and the ovdmalhlthof the distributedfile system.
It is a singlepoint of failure for a Hadoopluster.

2. DataNales
They are salve nodes which are deployectadn machine and provide the actual storage
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3. Secondary NameNode

It is an assistah process which monitorsthe state of Hadoop cluster. As we discussed earli
NameNode is a singlpoint of failure for a Hadoop cluster, the secondary NameNode hidpsinimize
the downtime and loss dfata.

4.2 MapReduce

The beauty of Hadoop system lies MapReduce.lt is a programmingmodel for processing large data
setswith a parallel, distributedalgorithmon acluster.

The MapReduce term actually refers to the tistinct terms: Map and Reduce. The first is thap
job, which takes a set of data and converts td an- other set of data, where individual elementg ar
bro- ken down into tuplegkey/valuepairs). Thereducejob takes theoutputfrom a map as input and
com- bines those data tuples into a smallet sktuples.As the sequence of the name MapReduce
implies, thereduce job is always performed after the mabp.

The master node has a Job Tracker and each Isée/@ask Tracker which is mainly responsible fdapRe-
duce. The Job Tracker daemon keeps tracksjobdhat may be assigned to multiple nodes. If the task
any node fails, the Job Tracker reschedules tiskt & another node. Task Tracker in turn, is resjoia
for keeping trace of the task th&t assigned tindividual node

J I
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=]
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=3 =
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7 EF' Data Node Data Node Data Node
- . 8%
Task Trackerl [Task Tracker Task Tracker
1 | N
Figure 3: The Hadoop System
4.3 Features

e« Hadoop is designed to operate on very large sidkd tiypically of the range of
megabytes, gigabytes, terabyt@spetalytes.

» Datais accessed in the form of byte stream

» Hadoopdoes notrequire expensive hardwaZemmonly available hardwaris
sufficiert.

4.4 Drawback

e Hadoop provides highhroughputof data with the cost of latency and hence low
latency dataaccess will not work wittHadoop.

e Hadoop is not designed to work with small sizedsfilIn Hadoop architectumaetadata is
sepaated and stored on another hard disk.nGmber of filesthatcan be stored in Hadoop
file system does not depend upon the total capaoityavailable hard disks. It only
depends upon th&ize of hard diskhatholds the metdata.

5. Conclusion
The classicalcentralized system was a great solutioto the problem of uniform accessibility of the

information which was otherwise scattered differert network node. Thenformationis storedon a set of
harddisks connected to a single large mainframe mactBoe it failed to solve many complex problems like
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Big Data, andfrequen failure of the central system. WNoa day's paradignis shifting from centralized
systemto distributedsystem. The distributedystem provides detter solution in that area normally
wherethe centralizedsystem got failed. But this shifting is not sudd@&here is a complete mathematical
result which provides a way for this shifting. The probapitheory helps us to formalize the basic tree
like architectureof distributed file system if we try to solve the problem like Bigata. The Hadoop
system which is currently the most acceptable system usiaddistributedarea is also following the
same basi@rchitecturewith slight modification. The mdification is made for the solution of failure of
root of the file system. The Hadoop system anoly solves the Big Data problem but also piesi an
API for solving problem in parallel anchonitoringthe progress.
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