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Abstract 

There has been a significant amount of work done in developing low-complexity scheduling schemes to achieve 

high performance in  wireless networks. A centralized sub-optimal scheduling policy, called Greedy Maximal 

Scheduling (GMS) is a good candidate because its empirically observed performance is close to optimal in a 

variety of network settings. However, its distributed realization requires high complexity, which becomes a 

major obstacle for practical implementation. In this paper, we develop simple distributed greedy algorithms for 

scheduling in  wireless networks in embedded. we propose greedy algorithms for scheduling,  with better  

performance and  lower  complexity  and  reduce delay .We reduce the complexity by relaxing the global 

ordering requirement of GMS, up to near-zero. Simulation results show that the new algorithms approximate the 

performance of GMS, and  improved method to reduce packet loss and enhance the total output. This algorithm 

also reduce larger queue length on the wireless networks. 

Keywords:linux fedora-8 OS, Network Stimulator,Ns-2. 

 

I  INTRODUCTION 

There have been significant advances made in our understanding of the wireless scheduling problem. The 

Scheduling is a process that determines which links transmit, at what times, and at what power levels. 

Throughput optimal scheduling is in general a nonlinear, non-convex optimization problem mainly due to 

interference constraints between links, and thus requires high computational complexity. In addition, the nature 

of multi-hop wireless networks demands a distributed solution based on local information, which often causes 

additional complexity. 

The scheduling problem is especially important because it has been shown that the scheduling 

component results in the highest complexity among various network functionalities. Although the optimal 

scheduling solution has been known for a long time, it requires a high order polynomial complexity even under 

the simplest 1-hop interference model1.Hence,it is difficult to implement the optimal solution. In order to reduce 

the complexity and at the same time, with the aim of approximating the optimal performance. For that purpose 

we greedy maximal scheduling algorithm in network transmission. 

 

II OBJECTIVE 

The main objective is to implement low complexity scheduling schemes develope  to achieve high  performance 

in multi-hop wireless networks. simple distributed greedy algorithms for scheduling in multi-hop wireless 

networks and reduce the complexity by using GMS, up to near-zero. Improved high performance throughput on 

variety of network settings and avoid interference on network transmission. The greedy algorithms for 

scheduling, with better performance and lower complexity and  reduce  delay. Simulation was done and 

comparing results on delay, packet lost, output in the graph. 

 

III EXISTING METHOD 

To design a scheduling policy, called Local Greedy Scheduling (LGS), which schedules only links with the 

locally longest queue. Other links that have a smaller queue length than their neighbours are simply not 

scheduled under LGS. Clearly, this restriction will reduce complexity at the cost of some performance.  LGS has 

a two-tier decision procedure, At each time slot, links with the locally longest queue have the right to transmit. If 

more than two interfering links have the same largest queue length, they are added to the schedule in an 

increasing order of index unless they interfere with some links that were added earlier the LGS is suit for only 

locally longest queue.  

The key idea is to schedule links with the locally longest queue and to resolve the contention between 

them without collision using a predetermined link ordering. Achieving the collision-free resolution is important 
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since it ensures that the resultant schedule is maximal on the set of links with the locally longest queue. 

 

IV PROPOSED METHOD 

The most well-known sub-optimal scheduling policy is the Greedy Maximal Scheduling (GMS) policy or 

Longest Queue First (LQF) policy. GMS schedules links in decreasing order of the queue length conforming to 

interference constraints. 

It has been known to achieve an efficiency ratio of  under the 1-hop interference model, where the 

efficiency ratio is defined as the largest fraction of the optimal capacity region that the scheduling policy can 

support. GMS is an important scheduling policy because it has a good provable performance bound superior to 

many distributed scheduling policies and it empirically achieves the same performance as throughput-optimal 

scheduling in a variety of network setting. For practical implementation in multi-hop wireless networks, GMS 

has been realized as a distributed algorithm. However, these algorithms are quite simple  to ensure the precise 

queue length ordering of links. 

The new greedy algorithms that achieve good throughput performance with lower complexity and delay. 

GMS is an important scheduling policy because it has a good provable performance bound superior to many 

distributed scheduling policies.This algorithm also reduce larger queue length on the wireless networks and  also 

enhance the throughput on networks . 

To reduce the complexity based on the observation that links with the largest queue length within their 

interference range are crucial in characterizing the capacity region of GMS. 

 

 

Fig.1. Block diagram of Proposed method. ( packets transmission on network by using local greedy maximal        

scheduling algorithm) 

The performance of local greedy approximations remains an open problem. In this paper, we analyze 

their complexity, discuss important issues relevant for practical implementation, and evaluate its performance 

through simulations comparing with other scheduling policies such as centralized GMS and Q-CSMA. 

 

COMPARISION OF GMS WITH RESPECT TO LGS 

LGS is a low-complexity scheduling algorithm which has been observed to achieve near-optimal throughput 

performance in a variety of wireless network simulations. However, theoretical bounds to date on the 

performance of LGS only show that it can achieve a fraction of the capacity region. 

Nevertheless, we can show that, for networks with general link weights and under a randomized 

mechanism, LGS and GMS will produce the same set of schedules. The proof is omitted here due to the 

limitation of space. 

A lower-bound on its throughput efficiency in larger networks which improves previous bounds. 

Furthermore, we showed that GMS is equivalent to LGS, which is amenable to distributed implementation. This 
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means a simple, distributed scheduling algorithm like GMS/LGS is suitable for many applications in wireless 

networks. 

 

V SIMULATION MODEL 

ns2- Network Simulator 

One of the most popular simulator among networking researchers. Discrete event, Packet level simulator. Events 

like ‘received an ack packet’, ‘enqueued a data packet’ .Network protocol stack written in C++ and Tcl (Tool 

Command Language) used for specifying scenarios events. 

 

NETWORK SIMULATOR VERSION  2 

ns-2 stands for Network Simulator version 2. Is a discrete event simulator for networking research. Work at 

packet level and Provide substantial support to simulate bunch of protocols like    FTP, HTTP,TCP,UDP and 

DSR Simulate wired and wireless network and it is primarily Unix based.It use TCL as its scripting language. 

ns-2 is a standard experiment environment in research    community. 

 
Fig.2. creating network nodes 

 

LGS SIMULATION GRAPH GENERATION 

A multi hop wireless network of hundred have been created. From that one of the node we assume source  and 

another node as destination. Then path is created from which the data packets are transferred with limited time 

interval. The stimulation is done and X graph is plotted with respect to time and data packets. 

Comparing results on delay, packet lost, output in the graph of LGS,CEN GMS,QL-RAS,Q-

CSMA .Result values to shown on the tabular column. From the above four algorithm local greedy algorithm is 

better than all the other three algorithm. But it more possible for the noise, interference and high computational 

complexity value. These disadvantages must be removed in the proposed GMS algorithm. 
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Fig.3.Simulation graph for packet loss of four algorithm 

 

ALGORITHM QL-RAS Q-CSMA CEN-GMS LGS 

Maximum no of packets lost 

(bytes) 

156 5 6 3 

Output 

(bytes) 

90 120 160 185 

 

TABLE .1. Algorithm Comparision Of four algorithm 

 

 
Fig.4.Simulation graph for output of four algorithm 

 

GMS SIMULATION GRAPH GENERATION 

A multi hop wireless network of hundred have been created. From that one of the node we assume source  and 

another node as destination. Then path is created from which the data packets are transferred with limited time 

interval. The stimulation is done and X graph is plotted with respect to time and data packets. 

Comparing results on delay, packet lost, output in the graph of LGS and GMS. Result values to shown 

on the tabular column. From the above two algorithm Greedy maximal algorithm is better than all the other local 

greedy  algorithm. It is less possible for the noise, interference and high computational complexity value. These 

are the advantages in the proposed GMS algorithm. 
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Fig.5.Simulation graph for packet loss of LGS ,GMS 

 

 

 
Fig.6.Simulation graph for output of LGS,GMS 

 

 

ALGORITHM LGS GMS 

LOST packets 

(Bytes) 

255 185 

OUTPUT 

(Bytes) 

205 205 

TABLE .2. Algorithm  Comparison Of  LGS AND GMS 

 

VI CONCLUSION 

Greedy Maximal Scheduling (GMS) is a promising scheduling solution in multi-hop wireless networks that 

provably outperforms many distributed scheduling policies appears to empirically achieve optimal performance 

over a variety of different network topologies and traffic distributions. However, its distributed implementation 

requires high computational complexity. The proposed algorithms reduce the complexity of LGS by excluding 

from the schedule links with a smaller queue length than their neighbors. It comes from the intuition that the 

links with locally longest queues are important to characterize the capacity region.   

The proposed algorithms acquire this property in a distributed and collision-free fashion with minimal 

complexity by pre-assigning an index to each link conforming to the interference constraints. New approach on 

the greedy algorithm must be implemented and stimulated on the network simulator. X-graph is generated in the 

network simulator with respect to the LGS and GMS, we can analysis the delay , packet loss must be reduced 
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and total output value of GMS must be improved compared to the previous LGS method. To overcome the 

disadvantages on the LGS scheduling algorithm by the new greedy algorithm. 
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